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ABSTRACT
Modern societies rely on the critical infrastructure networks to ensure their operability and existence. Most of the recent research and government planning revolves around maintaining the proper and continuous functioning of these critical infrastructure networks. However, these critical infrastructure networks do not exist on their own, but they perform interdependently. Thus, the study of forming resilient interdependent infrastructures against natural or man-made large-scale disruptions and planning the restoration of these critical networks becomes a more complex challenge. As such, the frequency of large-scale disruptions appears to be increasing and devastating for the surrounding communities in the long-term, the social and geographic aspects of these disruptions should be emphasized in the restoration planning studies so that resilience and well-being of the served community is also optimized. In this work, we integrate (i) a resilience-driven multi-objective mixed-integer programming formulation that schedules the restoration of disrupted components in each network with (ii) a geographically distributed social vulnerability index and population density ratio and (iii) a spatial risk measure to assign the impact of the surrounding environment to the system. This model is illustrated with an example study in Shelby County, TN in the United States.

1 INTRODUCTION
Critical infrastructure networks, such as power, natural gas, and water distribution, form the backbone of modern societies to provide their daily needs and ensure their safety, high socioeconomic standards, and quality of life. However, these critical infrastructures have experienced various disruptions in the past and continue to be subject to both external and internal stressors such as aging-induced system failures, natural disasters, and malevolent attacks. Hence, given the inevitability of these large-scale disruptions, an ability to adapt and quickly recover from these disruptions is extremely crucial for both the interdependent infrastructure networks and their surrounding communities.

Moreover, these networks have become more dependent on each other where they contain a bi-directional relationship to operate properly and more efficiently [30]. This type of a complex coordination that is caused by physical, spatial, cyber, or logical interdependencies can increase performance efficiency and reduce the resource consumption of these networks since the output of one network could be the input of another. However, due to the existence of such complex coordinations, there is a possibility of chain reactions of dysfunctionality between the interdependent components due to disruption in a single network. Hence, this type of bi-directional relationships could enhance the overall network vulnerability since complete system failure could be caused by a disruption in a single network. Therefore, the study of recovery planning to ensure a desired level of resilience in these highly vulnerable networks becomes a crucial challenge [7, 22, 36]. Hence, the importance of addressing risks associated with the interdependencies among the critical infrastructures through building secure and resilient networks is highlighted in many governmental planning documents [28] and examined in recent literature work [1, 4, 18].

Further, the socio-economic status and the demographics of the served community, as well as the spatial risks related to the surrounding environment and the location of these networks, could increase the impact of disruptions [24] over the system performance, thus system resilience. Therefore, resilience and recovery planning studies for the interdependent infrastructure networks should take social and spatial vulnerabilities into account to reveal more reliable and comprehensive guidance to decision makers.

In this work, we study the problem of interdependent infrastructure network restoration after the occurrence of a disruptive event with a focus on the vulnerability of society that interacts with the network and additional hazard risk of the surrounding environment. As for the results, we observe that when additional community and spatial resilience measures are included in the problem, both the optimal restoration schedule of disrupted components and the performance of networks through the restoration process show changes. Therefore, the overall system resilience through time differs when community and spatial vulnerability measures are taken into account.

2 BACKGROUND
2.1 Network Resilience
The term resilience is defined as the ability to withstand, adapt to, and recover from a disruption [27]. Even though the definition is commonly agreed, many different approaches are introduced in the literature to formulate and quantify the resilience of a network. Some of the proposed measurement methods include (i) describing the resilience as the normalized area underneath the performance graph [11], (ii) representing the resilience as a function of topological measures [32], and (iii) quantifying resilience as the probability of recovery [21].

As shown in Figure 1, two primary dimensions of resilience, vulnerability and recoverability, help characterize network resilience [5]. The vulnerability of a network states the magnitude of damage in the performance of a network due to a stressor [19], where the recoverability of a network refers to the speed at which the network reaches to its desired performance level [31]. Hence, resilience is measured in this work as the of network recovery over network loss through complete recovery period [17].
2.2 Recovery of Infrastructure Networks

The study of optimally scheduling the restoration of infrastructure networks is emphasized in the last decade especially due to the high frequency of both natural disasters and the malevolent attacks. In the literature, a mixed-integer programming is developed with an objective of minimizing the total cost associated with the flow and unmet demand in the network system [20]. Another optimization model is for the restoration of disrupted components in the interdependent networks is formulated in such a way that each component is assigned with a recovery due date that should be satisfied [15]. A different mixed-integer programming model is proposed that (i) determines the set of disrupted components that should be restored and (ii) assigns the related work crews through the restoration that would ensure the minimum total cost of flow, unmet demand and restoration activities [33]. More recently, an interdependent infrastructure network design problem is introduced in the literature that schedules the restoration activities of the disrupted components under certain budgetary and resource-based constraints [16]. Finally, a different approach is defined as a two-phase recovery for physically interdependent critical infrastructures that includes both a linear and a mixed-integer programming with the objectives of minimizing the flow cost and maximizing the total amount of commodity deliveries in the system [35].

In this study, we extend a previously proposed approach for the restoration scheduling of interdependent infrastructure networks [2] in such a way that the modified resilience-driven multi-objective mixed integer programming model would account for the additional risk and vulnerability measures of the surrounding environment. Hence, the newly optimal restoration schedule of disrupted components would prioritize the community and spatial resilience perspectives.

2.3 Social Vulnerability

Social vulnerability is defined by the set of characteristics of a group or individual that influence their capacity to anticipate, cope with, resist, and recover from the impact of a hazard [6]. Many studies propose to identify the behavioral aspects, human occupancy, and response level of societies that are shaped by these different socio-economic characteristics.

The social vulnerability of a community is often defined by the number and the availability of recovery resources. Such resources for a disrupted region include the number of work crews, restoration equipment, number of physicians, their dispatch locations [26], shelter number and capacity [34], and medical capacity [3]. However, some of the proposed studies revolve around the idea that certain social and economic characteristics, namely inequalities and differences in the society, have an effect on vulnerability and recoverability. Some of the most commonly considered demographics are racial and technical inequalities [26], and educational inequalities [25, 26] where according to the way that these socio-economic characteristics are defined, they either contribute to or counteract the resilience of the communities against disruptive events.

A common algorithm to quantify social vulnerability is the Social Vulnerability Index (SoVI), which is a measure that is formulated by the different levels of age, gender, race, wealth, and occupation of the citizens [12]. This proposed algorithm considers multiple socio-economic characteristics to define vulnerability levels based on the cumulative effect of all the demographics. These socio-economic characteristics are utilized to identify the 42 variables that are grouped into 11 factors to be used in the SoVI algorithm [12]. These 11 factor groups that are listed in Table 1, are used to measure the social vulnerability index of communities to accurately estimate their recoverability, resilience capacity and response level against a possible stressor.

| Table 1: Social Vulnerability Index Factors |
|-----------------|-------------------|
| Personal wealth | Ethnicity (Native-American) |
| Age             | Occupation        |
| Ethnicity (Hispanic) | Infrastructure dependence |
| Race (African-American) | Housing stock and tenancy |
| Race (Asian)    | Density of the built environment |
| Single-sector economic dependence |

In this study, we utilize a reduced version of the SoVI algorithm, the SoVI-Lite approach [14]. The SoVI-Lite approach contains less technical implementation but efficient data compilation [14]. An overview of the SoVI-Lite implementation is as follows:

1. Calculate the ratio of the population that is included in the all possible 42 socio-economic variables
2. Standardize the percentages of variables to the z-scores
3. Assign signs to the z-scores according to the influence of a higher percentage level of the variables on social vulnerability concept
4. Sum all the z-scores

We also normalize the final sum of z-scores for each geographic region such that a SoVI of 0 suggests the least socially vulnerable and of 1 suggests the most socially vulnerable community.

2.4 Spatial Risk

In addition to social demographics, the surrounding environment and changes in spatial conditions also affect the impacts of a disruption as experienced by a community [14]. These spatial conditions refer both the type of the local region (e.g., village, sub-district) [37] and the geographic location (e.g., island, coastal area, volcanic risk area, seismic hazard zone) [9].

In this study, we consider the geographic location as the spatial risk indicator where risk is caused by the high possibility of being subjected to a specific natural disaster, an earthquake. To quantify earthquake risk, we use the peak ground acceleration (PGA) measure to formally express the expected seismic hazard impact due to a ground shake [13].

Additionally, we scale the PGA measures of different geographic regions to be between 0 and 1. For the PGA measures, similar to the SoVI scores, 0 represents spatially the least risky location and 1 represents spatially the most risky location.
3 PROPOSED MODEL

We extend a multi-objective resilience-driven restoration optimization model for restoration scheduling of interdependent infrastructure networks in such a way that differing levels of community and spatial resilience measures are taken into account while planning the recovery process optimally after a disruption. We integrate social vulnerability, population density, and spatial risk measures into the resilience maximization and total restoration cost minimization objectives to ensure that the restoration scheduling is driven by community and spatial resilience perspectives.

3.1 Model Assumptions

In the proposed multi-objective resilience-driven mixed-integer programming model, the following assumptions hold: (i) each network consists of nodes and links that are either not disrupted or fully disrupted, (ii) the recovery duration can vary for each component in each network, (iii) disrupted components are not operational unless their restoration is completed, (iv) the demand and supply of the nodes and the flow of the links are known in advance, (v) a known unmet demand penalty, restoration, and flow cost is associated with component in each network, (vi) for a component to be functional all the physically interdependent components must be functional as well,(vii) a fixed number of work crews are assigned to each network for restoration, and finally (viii) a specific disrupted component could be restored by a single work crew at a certain time period.

3.2 Model Notation

The sets, parameters, and the decision variables of the proposed optimization model for interdependent infrastructure network restoration problem are listed in Table 2, 3 and 4, respectively.

Table 2: Sets of Restoration Model

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Available recovery time horizon, ( T = {1, \ldots, T} )</td>
</tr>
<tr>
<td>K</td>
<td>Interdependent infrastructure networks, ( K = {1, \ldots, K} )</td>
</tr>
<tr>
<td>N</td>
<td>Nodes of the networks</td>
</tr>
<tr>
<td>L</td>
<td>Links of the networks</td>
</tr>
<tr>
<td>N'</td>
<td>Disrupted nodes</td>
</tr>
<tr>
<td>L'</td>
<td>Disrupted links</td>
</tr>
<tr>
<td>N^k</td>
<td>Nodes in network ( k \in K )</td>
</tr>
<tr>
<td>L^k</td>
<td>Links in network ( k \in K )</td>
</tr>
<tr>
<td>R^k</td>
<td>Restoration work crews for network ( k \in K )</td>
</tr>
<tr>
<td>N^k'</td>
<td>Supply nodes in network ( k \in K, N^k' \subseteq N^k )</td>
</tr>
<tr>
<td>N^k_d</td>
<td>Demand nodes in network ( k \in K, N^k_d \subseteq N^k )</td>
</tr>
<tr>
<td>N^k''</td>
<td>Disrupted nodes in network ( k \in K, N^k'' \subseteq N^k )</td>
</tr>
<tr>
<td>L^k'</td>
<td>Disrupted links in network ( k \in K, L^k' \subseteq L^k )</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>Interdependent nodes</td>
</tr>
</tbody>
</table>

3.3 Objectives of Model

The total amount of unmet demand in the network states the system loss that is caused by the disruptive event. Thus, decreasing the amount of total unmet demand to a desired level refers to enhancing system performance and represents the effectiveness of the restoration process. Hence, the resilience of the system would be formalized by the cumulative recovery of the interdependent infrastructure networks over the total system loss through a certain time horizon as in Eq. 1.

\[
\text{max} \sum_{k \in K} \sum_{t=1}^T \left[ \left( \sum_{i \in N^k} \left( Q^k_{it} V^k_{it} G^k_{it} \right) - \sum_{i \in N^k_d} \left( k_{it} V^k_{it} G^k_{it} \right) \right) - (T-1) \left( \sum_{i \in N^k} \left( Q^k_{it} V^k_{it} G^k_{it} \right) - \sum_{i \in N^k_d} \left( k_{it} V^k_{it} G^k_{it} \right) \right) \right]
\]

The second objective of the proposed model takes the total cost associated with the (i) restoration process that includes the recovery of the disrupted nodes and links, (ii) the flow cost, and (iii) the penalty cost of the leftover unmet demand in the system which fluctuates by both the social and geographical vulnerability levels of the service areas of the demand nodes. Therefore, the minimization of the total cost objective would be formulated as in Eq. 2.

\[
\text{min} \sum_{k \in K} \left( \sum_{i \in N^k} f_{i} k_{i} + \sum_{(i,j) \in L^k} F_{ij} k_{ij} \right) + \sum_{t \in T} \left( \sum_{(i,j) \in L^k} F_{ij} k_{ij} + \sum_{i \in N^k_d} P_{ik} V^k_{it} G^k_{it} k_{it} \right)
\]
In the proposed mathematical model, the first two constraints, Eqs. (3) and (4), govern the flow conservation of node \( i \in N^k \).

In Eqs. (5) to (7), capacities of the network components are formulated. Eq. (8) governs the physical interdependency between nodes. In Eqs. (9) to (18), the restoration process of disrupted components is formulated, where Eqs. (9) and (10) ensure the work crew assignment for to be restored components, Eq. (11) ensures that a single work crew can restore at most one disrupted component in network \( k \) at a specific time \( t \in T \), Eqs. (12) and (13) ensure the operability of a component when its restoration is completed, and Eqs. (14) to (18) ensure that for a disrupted component to be functional, its restoration should be completed. Finally, the nature of decision variables in the optimization model is represented in Eqs. (18) to (25).

4 ILLUSTRATIVE EXAMPLE

The proposed model is applied to data collected for Shelby County, Tennessee, in the United States, whose geographic location is the epicenter of the New Madrid Seismic Zone [16].

The three distinct critical interdependent infrastructure networks, water, gas and power distribution systems, are represented in Figure 2. There is a total of 124 nodes, 37 of which are demand nodes, and a total of 176 links in the three networks. We implement a single scenario with 19 disrupted demand nodes and assign two work crews separately for each network to complete the restoration process simultaneously for all three networks in 28 time periods.

In Figure 3, the geographic location of the demand nodes of all three infrastructure networks, i.e. water, gas and power, and the PGA measures that are specific to each region due to the New Madrid Seismic Zone is illustrated [13].

For the SoVI-Lite approach, the eight variables from Table 5 are used in the block group level for Shelby County, TN, where block groups are formed by multiple adjacent blocks with a total of 300 to 6000 residents [8].

To assign the social vulnerability scores and the proportional population densities that are calculated in block group level to each demand node, the block groups are distributed among them according to their location to represent the specific service area of demand nodes. For this distribution process, Voronoi diagram method is utilized [29]. The Voronoi diagram method calculates the distance from predetermined input points to any point in the sample space. Later, it sets the boundaries for the coverage area of input points in such a way that any point in the sample space is covered by its closest input point.

Figure 2: Layout of Interdependent Water, Gas and Power Infrastructure Networks over Shelby County [16].

Figure 3: Distribution of Regional PGA Measures among Shelby County [13].
Table 5: SoVI-Lite Variables for Block Groups

<table>
<thead>
<tr>
<th>Percentage of households that earn less than $75,000 annually</th>
<th>Percentage of population that is African-American</th>
<th>Percentage of population that is Asian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of population that is Hispanic</td>
<td>Percentage of population that is over age 65</td>
<td>Percentage of population that is under age 5</td>
</tr>
<tr>
<td>Percentage of single-female based households</td>
<td>Percentage of households that live under the poverty line</td>
<td></td>
</tr>
</tbody>
</table>

Also, the social vulnerability indices \( SoVI_i^k \) are normalized and relatively more importance is given to the demand nodes that are highly vulnerable by implementing an exponential effect to formulate the social vulnerability scores \( V_i^k \). [23]. Also, a similar approach is utilized to enhance the emphasize on demand nodes with higher peak ground acceleration measure, \( PGA_i^k \). The exponential formulation of the social vulnerability scores and the peak ground acceleration scores are represented in Eq. 26 and Eq. 27, respectively.

\[
V_i^k = e^{a_{SoVI_i^k}}, \quad \forall i \in N_{dk}, a \in Z^+ \quad (26)
\]

\[
PGA_i^k = e^{a_{PGA_i^k}}, \quad \forall i \in N_{dk}, a \in Z^+ \quad (27)
\]

To account for the social expectations and the human occupancy levels of the service areas of demand nodes, we include the population density measure in the proposed approach as we adopted the idea that the size of the population that is represented by each demand node could also be an effective aspect in the community-resilience perspective. The population density measure is formulated as the ratio of the population that is served by demand node \( i \in N_{dk} \), over the total population of all service areas.

After the distribution of the block groups to demand nodes, an average of the social vulnerability scores is taken and the population density of block groups proportional to their layout in the Voronoi cells is calculated to assign these measures to the demand nodes. The visualization of the social vulnerability scores among the block groups is illustrated in Figure 4.

Figure 4: Distribution of Block-Group Social Vulnerability Scores and Demand Node Service Areas among Shelby County [12, 14].

The \( \epsilon \)-constraint method is used in the resilient objective to transform it into a constraint with the assigned values such that \( \epsilon \in [0, 1] \), to solve the multi-objective problem [10]. As the resilience levels are \( \epsilon \in [0, 1] \), the consistent \( \epsilon \)-constraint formulation is in Equation 28.

\[
\sum_{k \in K} \mu_k \sum_{i=1}^{T} \left( \frac{\sum_{i \in N_{dk}} (Q_i^k V_i^k P_i^k G_i^k) - \sum_{i \in N_{dk}} (x_i^k V_i^k P_i^k G_i^k)}{\sum_{i \in N_{dk}} (Q_i^k V_i^k P_i^k G_i^k)} \right) - (t - 1) \left( \frac{\sum_{i \in N_{dk}} (Q_i^k V_i^k P_i^k G_i^k) - \sum_{i \in N_{dk}} (x_i^k (t-1) V_i^k P_i^k G_i^k)}{\sum_{i \in N_{dk}} (Q_i^k V_i^k P_i^k G_i^k)} \right) \leq \epsilon
\]

The following Table 6 represents a subset of disrupted nodes in each network and the change in the restoration schedule. The second column, titled as ‘With’ states recovery scheduling results when social vulnerability and spatial risk measures are taken into consideration, i.e. the defined parameters of \( V_i^k, PGA_i^k \) are included in the model whereas the third column labeled as ‘Without’ states the restoration order without these measures. The disrupted node which is scheduled earliest in the restoration process is ranked 1 where the disrupted node that is ordered latest in the restoration process is ranked 4. Lastly, Figure 5 represents the change in the network performance for three infrastructure networks when community and spatial resilience measures are considered and not considered in the optimization model.

Table 6: A Subset of Restoration Schedule Comparison for Critical Infrastructure Networks

<table>
<thead>
<tr>
<th>Water Node ID</th>
<th>With</th>
<th>Without</th>
<th>Gas Node ID</th>
<th>With</th>
<th>Without</th>
<th>Power Node ID</th>
<th>With</th>
<th>Without</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>34</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>15</td>
<td>2</td>
<td>4</td>
<td>14</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>48</td>
<td>3</td>
<td>4</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>4</td>
<td>3</td>
<td>9</td>
<td>4</td>
<td>1</td>
<td>20</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Note the difference in the ranking of disrupted nodes when the additional social and environmental measures are included in restoration problem of interdependent infrastructure networks. Not only the recovery order of demand nodes is changed, that is assigned with social vulnerability and spatial risk scores as their importance measure, but also ranking of the transshipment nodes and supply nodes that are effective in the delivery of the commodity and responsible from providing the needs of these relatively more important demand nodes differ.

Figure 5: Illustration of the Change in the Network Performance

In this study, we encounter when additional social vulnerability and spatial risk measures are considered, optimum restoration.
schedule differs for each network. As the restoration schedule differs, the total unmet demand in each network hence the...would occur in these networks would impact the societies and the resilience and vulnerability levels of the societies would effect the performances of these networks.

In this study, to achieve more comprehensive understanding of the interdependent infrastructure network resilience we proposed a resilience-driven multi-objective mixed-integer programming model that is integrated with the vulnerability levels of its surrounding environment. To plan accordingly with the social expectations against disruptions and the geographical risks associated with the spatial location of these networks, the proposed approach takes into account a geographically distributed (i) social vulnerability index to represent the behavioral responses of the various socio-economic dynamics in the society, and (ii) geographic risk index measure to illustrate the differing potential disruption levels of a spatial hazard.

As for the results of our proposed study, we observe that considering the social vulnerability, population density measures of the surrounding community and the potential geographic risk of the spatial location of these networks requires a different restoration scheduling to recover from external stressors in a timely manner. The newly achieved restoration schedule of the disrupted components, and the performance of critical networks through time are both planned based on the resilience enhancement of both surrounding community and the physical networks. For future work, we believe that as more aspects of vulnerability is considered additionally in the proposed study, more extended research with higher humanitarian motivation would be accomplished.
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ABSTRACT
Spectrally-spatially flexible optical networks (SS-FONs) are proposed as a solution to overcome the expected capacity crunch caused by the rapidly growing overall Internet traffic. SS-FONs combine two network technologies, namely, flex-grid optical networks and spatial division multiplexing, yielding a significant capacity increase. Moreover, network services applying anycast transmission are gaining popularity. In anycasting, the same content is provided in several geographically spread data centers (DCs), and the requested content is delivered to the network client from the most convenient DC, e.g., minimizing the network traffic and delay. The main optimization challenge in SS-FONs is routing, spectrum and space allocation (RSSA) problem, which can be solved using integer linear programming (ILP). The main goal of this paper is to compare the complexity of various ILP models for routing static anycast traffic in SS-FONs over single-mode fiber bundles (SMFBs). The proposed ILP models apply different modeling techniques, i.e., slice-based and lightpath-based. Moreover, proposed models differ with the core switching (lane changes) capability and consideration of DCs location problem. In order to test the complexity and scalability of models, we run simulations assuming a different number of demands, fibers in SMFBs, candidate paths and DCs.

1 INTRODUCTION
The rapid increase of overall Internet traffic results with the intensive effort concentrated on preventing the future capacity crunch. Spectrally-spatially flexible optical networks (SS-FONs) are proposed as a possible solution to overcome the limitations of currently deployed wavelength division multiplexing (WDM) backbone optical networks. SS-FONs combine two network technologies, namely, flexgrid optical networks and spatial division multiplexing (SDM) providing a massive capacity increase. Due to the additional spatial dimension, SS-FONs enable parallel transmission of several co-propagating optical channels in properly designed optical fibers. As the main advantages, SS-FONs allow for multi-carrier (super-channel, SCH) transmission, adaptive modulation formats selection, better spectral utilization with additional flexibility in the spatial resources management and potential cost savings due to the integrated devices. One of the possible fiber technologies supporting SS-FONs is single-mode fibers bundles (SMFBs), i.e., several single-core single-mode fibers aggregated in a single bundle [4]. The key network devices, such as reconfigurable optical add/drop multiplexers (ROADMs), are yet expected, thus, different assumptions are taken about their switching capabilities. In particular, if core switching (lane changes) is considered, the spatial switching between input and output ports is allowed in network nodes, i.e., the lightpaths may have assigned differently indexed fibers in the SMFB links belonging to the routing path. Otherwise, each lightpath has assigned fibers with the same index (resulting in lower devices complexity). The fundamental optimization challenge in SS-FONs is routing, spectrum and space allocation (RSSA). It aims to select a routing path, optical channel and spatial resources for each of the traffic requests [3]. The most common approach for solving static optimization problems is the integer linear programming (ILP). Two common ILP techniques are applied in the modeling of optical networks, namely, slice-based and lightpath-based. In the former, the starting and ending slice of each request is considered as a decision variable, while in the latter, a set of precomputed lightpaths is used, where each lightpath defines valid optical channel [10].

Concurrently, many network services, such as content delivery networks (CDNs) or cloud computing, apply anycast transmission in order to minimize the traffic load and delay in the network. According to Cisco forecast, the CDNs will cover almost 71% of total traffic in 2021 [1] making optimization of anycast traffic an important issue. In more detail, anycast is the one-to-one-of-many transmission technique, where one of the request end nodes is fixed, i.e., a client node, and the second node is selected from the set of possible nodes where the data centers (DCs) are located. DCs are spread geographically and each one provides the same content, hence, the request may be handled with any of the available DCs (e.g., the closest one) [14]. Besides improvement of the network performance, the anycast traffic makes related optimization problems more complex and challenging.

In this paper, we focus on the modeling and complexity analysis of RSSA of anycast demands. We consider scenarios with and without core switching possibility. Moreover, we study cases with given DC locations and cases that incorporate DC placement into the optimization task. Overall, we focus on four RSSA versions and each version we define using two ILP models (slice-based and lightpath-based) proposing eight ILP models. Then, we compare them in terms of complexity (measured in number of included variables and constraints), processing time and scalability.

2 RELATED WORKS
Recently, the topic of SS-FONs has been extensively studied (e.g., see [3, 5, 13]). Different ILP models have been used to define RSSA problem variations using link-path slice-based [3, 7, 8, 16], link-path lightpath-based [3, 9, 11], or node-link [3, 6] formulations. In particular, in [8], the authors propose ILP model for routing, spectrum and core allocation (RSCA) problem for SS-FONs over multi-core fibers (MCFs) minimizing the highest allocated slice index, with worst-case inter-core crosstalk (XT) awareness assuming realistic physical fiber parameters. In turn, in [6], ILP model is proposed for routing, wavelength and core allocation problem, maximizing the number of accepted traffic while minimizing the total number of used network resources in MCF-based SDM networks applying multi-input multi-output XT suppression. In [7], RSCA ILP model is given that minimizes the overall
network cost due to the number of switching modules required for different cores assuming programmable ROADMs. In [11], ILP model of extended RSSA problem is presented, namely, routing, modulation format, baud-rate and spectrum allocation which jointly minimizes the cost of installed transceivers and spectrum occupation utilizing few-mode transmission. In [15], different lightpath-based ILP models are proposed for the RSSA considering various spatial allocation flexibility. In [9], lane changes are allowed and the lightpath-based model makes use of the relaxation of the space continuity constraint resulting with the lower number of constraints and decision variables. ILP model assuming anycast traffic in SS-FONs is only considered in [16].

To the best of our knowledge, there has been no work that compares the complexity of various ILP models for the allocation of anycast demands in SS-FONs. To fill the literature gap, in this paper, we define eight ILP models assuming two modeling techniques, i.e., link-path slice-based and link-path lightpath-based. The models differ with the core switching capability and additional DCs placement problem.

### 3 NETWORK MODEL

The network is modeled as a directed graph $G = (V, E)$ where $V$ is the set of network nodes and $E$ is the set of directed optical links that connect the nodes. Each link $e \in E$ comprises a number of single-mode fibers that are aggregated and are included in set $K$. Spectrum resources of each fiber $k \in K$ are divided into narrow frequency slices (slots) of 12.5 GHz width and are included in set $S$. Signals are transmitted using optical fiber core within spectral super-channel (SCh) by grouping several adjacent slices. Each SCh has to be separated from the adjacent one using fixed-size guardband of 12.5 GHz width. We assume that there are $R$ DCs available in the network and each one provides the same functionality. According to Table 1, the models complexity depends mostly on the number of demands to be realized.

A set of anycast traffic requests ($D$) to be served in the network is given. Each demand is defined with the client node and bit-rate. To simplify the problem, we assume only downstream (from DCs to client nodes) transmission. Let $P_d$ denote the set of candidate routing paths for each demand $d \in D$. Each routing path $p \in P_d$ originates in one of the DCs and terminates in the client node. The number of required slices for given demand depends on the requested bit-rate and length of the applied routing path and is denoted with $n_{dp}$. Each demand is realized using one routing path within selected spectral SCh in such a way that each slice of each fiber of each link is used at most by one demand. Finally, if in the considered scenario core switching ability is not assumed, each SCh has to be realized using the same indexed fibers. Otherwise, it can be freely switched between fibers among the routing path.

The aim of the optimization task is to allocate all demands and minimize index of the highest allocated slice [3]. We study four problem versions which differ with the core switching possibility (with core switching — WCS, without core switching — WOCS) and DC location scenario. For DC location scenario, we analyze two cases: (i) the location of DCs is given in advance, (ii) the problem of DCs placement is a part of the optimization task. Below, we present ILP models of the four problem versions using slice-based (Sec. IV) and lightpath-based (Sec. V) approaches. All presented models are based on link-path modelling technique. Details about considered models, number of decision variables and constraints are presented in Table 1.

### 4 SLICE-BASED (SB) MODELS

In this section, link-path slice-based models are proposed. According to Table 1, the models complexity depends mostly on the number of demands to be realized.

#### sets and indices

$v \in V$: network nodes  
$e \in E$: network physical links  
$s \in S$: frequency slices  
$k \in K$: link fibers  
$d \in D$: traffic anycast (DC to client direction) demands  
$p \in P_d$: candidates paths for demand $d$

#### constants

$R$: number of DCs (to be) placed in the network  
$|K|$: number of fibers available on each physical link  
$\delta_{edp}$: 1, if link $e$ belongs to routing path $p$ associated with demand $d$; 0, otherwise  
$n_{dp}$: number of slices required to realize demand $d$ on candidate path $p \in P_d$  
$\sigma(d, p)$: origin node of path $p \in P_d$ defined for demand $d \in D$

#### variables

$x_{dp}$: 1, if demand $d$ is realized using candidate path $p \in P_d$; 0, otherwise (binary)  
$y_{dk}$: 1, if demand $d$ uses fiber $k$; 0, otherwise (binary)  
$y_{dke}$: 1, if demand $d$ uses fiber $k$ on physical link $e$; 0, otherwise (binary)  
$w_{d}/z_{dk}$: index of starting/ending slice for demand $d$ (integer $\geq 1$)  
$z$: index of the highest allocated slice in the network (integer $\geq 1$)  
$a_{di}$: 1, if ending slot of demand $d$ is greater or equal to starting slice of demand $i$ (binary)  
$c_{di}$: 1, if demands $d$ and $i$ have some common fibers and links; 0, otherwise (binary)  
$r_v$: 1, if DC is placed in node $v \in V$; 0, otherwise (binary)

#### 4.1 Without core-switching + given DCs (SB_WOCS)

Objective (1) and constraints (2)–(8).

**objective**

$$\min z.$$  

**subject to**

$$\sum_{p \in P_d} x_{dp} = 1, d \in D \tag{2}$$  

$$\sum_{k \in K} y_{dk} = 1, d \in D \tag{3}$$  

$$z_d - w_d + 1 = \sum_{p \in P_d} x_{dp} n_{dp}, d \in D. \tag{4}$$  

$$z \geq z_d, d \in D \tag{5}$$  

$$|S|a_{di} \geq z_d - w_i + 1, d, i \in D : d \neq i \tag{6}$$  

$$c_{di} \geq \sum_{p \in P_d} x_{dp} \delta_{edp} + y_{dke} + \sum_{p \in P_d} x_{ip} \delta_{exp} + y_{ik} - 3, \tag{7}$$  

$$a_{di} + a_{id} + c_{di} \leq 2, d, i \in D : d < i \tag{8}$$
slice of another one while 7 switches \( c_{di} \) on if demands \( d \) and \( i \) have some common fibers and links. Finally, the spectrum not overlapping is controlled with the inequality 8, which is a contradiction if two demands utilize slices within the same frequency region and contain common fiber.

### 4.2 With core-switching + given DCs (SB_WCS)

Objective (1) and constraints (2), (9), (4)–(6), (10), (8).

**subject to**

\[
\sum_{k \in K} y_{dle} = \sum_{p \in P_d} x_{dp} \delta_{edp} \quad d \in D, e \in E
\]

\[
c_{di} \geq \sum_{p \in P_d} x_{dp} \delta_{edp} + y_{dle} + \sum_{p \in P_i} x_{ip} \delta_{edp} + y_{ike} - 3
\]

\( e \in E, k \in K, d, i \in D, d \neq i \)  

Equation 9 assures selection of exactly one fiber on each link of the selected routing path for each demand. Additionally, inequality 10 instead of 7 does account for the core switching ability.

### 4.3 Without core-switching + DC placement (SB_WOCS_DC)

Objective (1) and constraints (2)–(8), (11), (12).

\[
\sum_{v \in V} r_{ve} = R
\]

\[
x_{dp} \leq r_{(d,p)} \quad d \in D, p \in P_d
\]

Equality 11 ensures that exactly \( R \) nodes are chosen to host DCs, while the inequality 12 controls that each selected routing path originates in the node selected for DC location.

### 4.4 With core-switching + DC placement (SB_WCS_DC)

Objective (1) and constraints (2), (9), (4)–(6), (10), (8), (11), (12).

### 5 LIGHTPATH-BASED (LB) MODELS

In this section, link-path lightpath-based ILP models are proposed. Let \( L_d \) denote the set of precomputed available lightpaths for demand \( d \in D \), where each lightpath \( l \in L_d \) is associated with one routing path. Moreover, each lightpath defines utilized starting and ending slice index of the SCh and, in the case of WOCS models, fiber on each link among the routing path. Note, the size of the lightpath corresponds to the \( n_{dp} \) constant. According to Table 1, the models complexity depends mostly on the number of candidate lightpath for each demand, which in turn is determined by the number of candidate paths and available spectrum width.

#### 5.1 Without core-switching + given DCs (LB_WOCS)

Objective (13) and constraints (14)–(17).

**subject to**

\[
\sum_{l \in L_d} u_{dl} = 1, d \in D
\]

\[
\sum_{d \in D \in L} \sum_{l \in L_d} u_{dl} \xi_{dle} \beta_{dl} \leq v_{eks}, e \in E, s \in S, k \in K
\]

\[
\sum_{k \in K} v_{eks} \leq |K| \xi_{ve}, e \in E, s \in S
\]

\[
\sum_{e \in E} v_{eks} \leq |E| \xi_{ve}, s \in S
\]

The objective 13 is to minimize the overall spectrum usage. Equality 14 assures selection of exactly one lightpath for each demand. In 15, \( v_{eks} \) is switched on if slice \( s \) is used on fiber \( k \) on physical link \( e \). Inequalities 16 and 17 control whether slice \( s \) is used on any fiber of link \( e \) and on any link, respectively.

#### 5.2 With core-switching + given DCs (LB_WCS)

Objective (13) and constraints (14), (18).

\[
\sum_{d \in D \in L} \sum_{l \in L_d} u_{dl} \xi_{dle} \beta_{dl} \leq |K| \xi_{ve}, e \in E, s \in S
\]

Constraint 18 assures that the slice \( s \) on link \( e \) is used at most \( |K| \) times. This constraint makes use of the relaxation of the space continuity constraint.
5.3 Without core-switiching + DC placement (LB_WOCS_DC)

Objective (13) and constraints (14)–(17), (11), (19).

\[ u_{dli} \leq \sigma_{d(i,l)}, d \in D, l \in L_d, \]

Inequality 19 controls whether each selected lightpath associated with the demand \( d \) originates in a DC node.

5.4 With core-switiching + DC placement (LB_WCS_DC)

Objective (13) and constraints (14), (18), (17), (11), (19).

6 NUMERICAL EXPERIMENTS

In this section, we evaluate performance of various ILP models for the RASSA problem in SS-ONs, considering anycast demands. We run experiments on Int9 network topology (Fig. 1) composed of 9 nodes and 13 links, with an average link length of 1063 km. We assume SS-ON composed of SMFBs, where each fiber provides a 4 THz bandwidth (spectrum) divided into 320 frequency slices, each of 12.5 GHz width. As in [12], we assume that the transceiver operates at the fixed baud rate and each transceiver transmits/receives optical channel (optical carrier, OC) of 37.5 GHz width (3 slices). We consider 4 available modulation formats, namely, BPSK, QPSK, 8-QAM and 16-QAM. Supported bit-rate and transmission reach depend on the selected modulation format and are presented in Table 2 [2]. If the requested bit-rate exceeds a single transceiver capacity for the applied MF, the request is transmitted using several OCs within one SCh using a set of adjacent slices (i.e., a spectral SCh). Each request is transmitted using the most efficient MF supporting the required transmission reach, i.e., a distance adaptive transmission is used. In most of the experiments, we assume that the number of fibers per SMFB is \( |K| = 2 \), the number of candidate shortest paths is \( |P| = 2 \) (number of candidate paths between client node and one of the DCs) and number of available DCs is \( R = 2 \). The number of demands is equal to \( |D| = 100, 20, 40, 50, 60, 80, 100 \). For each value, we evaluate 5 randomly generated sets of demands. Each demand is randomly selected source and destination node and a bit-rate uniformly selected within the range from 50 Gbps to 1 Tbps, with 50 Gbps granularity. All experiments were run on a virtual machine with available 2 cores of Intel Xeon E5 series CPU at 2.90 GHz and 32 GB RAM using CPLEX v12.5 solver, executed through Java interface, with a 1-hour run-time limit.

In Table 3, average spectrum usage and time are presented for various ILP models. Normally, spectrum usage should be the same for all models considering given DCs and DC placement problem, respectively. However, for larger demands set, the results start to vary, as it is only possible to obtain feasible (not optimal) solution within given 1-hour run-time limit. Note, the corresponding time may be lower than 1 hour, as this is the average value. In particular, only part of the results may be feasible, while the rest of them may be optimal obtained in shorter time. The lack of results reflects the situation when out of memory error has occurred for all studied cases. As it can be observed, the required computational time increases rapidly even for small sizes of demands sets. In terms of models with given DCs, the SB_WOCD and LB_WOCS are able to yield results for the largest demand sets due to the lower number of variables and constraints. Moreover, for 30 to 60 demands sets, LB_WOCS ILP model provides worse results than SB_WOCS, despite that the required time is lower. It is possible due to the presence of far from optimal feasible results, while other instances were solved in shorter time. It can be justified with the Table 4, which presents the number of optimal, feasible and out of memory results for each tested case (the numbers are separated with the slash). In terms of models with DC placement, SB_WOCS_DC performs the best.

Next, we compare the models scalability. We study different number of candidate paths \( |P| = 2, 4 \), fibers per SMFB \( |K| = 2, 4 \) and number of DCs \( R = 2, 4 \). In the presented results, let \( S(X = \alpha) \) and \( t(X = \alpha) \) denote the spectrum usage and time in seconds, respectively, when given parameter \( X \) has value \( \alpha \) (e.g., \( S(|P| = 2) \) denotes spectrum usage for 2 candidate paths). It is worth noting, the missing of results in the charts indicates that the run out of memory was obtained for all 5 tested cases.

Fig. 2 presents spectrum usage and time for models for candidate paths \( |P| = 2, 4 \) and 20 demands. As it can be observed the increase of number of candidate paths yields slightly lower spectrum usage, however, required time for LB models grows quickly. In turn, number of candidate paths has the low impact on the required time of SB models. Fig 3 reports spectrum usage and time as a function of number of demands for SB_WOCS_DC for various number of candidate paths. The first conclusion is that for small instances with the larger number of candidate paths it is possible to find a lower optimal solution. However, in the presence of run-time limits, the feasible results are worse and the out of memory error is obtained for smaller instances (100 and 80 demands for 2 and 4 candidate paths, respectively). The results for models with given DCs are similar.

---

**Table 2: Supported bit-rate and transmission reach for modulation formats.**

<table>
<thead>
<tr>
<th>Modulation format</th>
<th>BPSK</th>
<th>QPSK</th>
<th>8-QAM</th>
<th>16-QAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supported bit-rate [Gbps]</td>
<td>200</td>
<td>150</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>Transmission reach [km]</td>
<td>6300</td>
<td>3500</td>
<td>1200</td>
<td>600</td>
</tr>
</tbody>
</table>

**Figure 1: Int9 network topology.**

**Figure 2: Spectrum usage and time as a function of ILP models for 2 and 4 candidate paths for 20 demands.**
usage around 46% and 11% for given DCs and DC placement, respectively. Surprisingly, the computational time is also lower. It may follow from the fact, that for a higher number of fibers, it is easier to allocate traffic and find a feasible good quality solution and quicker discard other worse solutions. Next, Figs 5 and 6 present spectrum usage and time as a function of number of demands for SB_WOCS and SB_WOCS_DC ILP models, respectively, for number of fibers per SMFB \( K \in \{2, 4\} \). We can easily observe that the run out of memory occurs for smaller demands set sizes due to the higher number of variables and constraints in ILP model is higher.

Fig 7 reports the spectrum usage and time as a function of ILP models for number of DCs \( R \in \{2, 4\} \) and 20 demands. The increase of number of DCs from 2 to 4 allows reducing required spectrum usage around 41% and 45% for given DCs and DC placement problems, respectively. Note, that for higher number of DCs, the lower time is required to solve the model. Figs 8 and 9 present spectrum usage and time as a function of number of demands for SB_WOCS and SB_WOCS_DC ILP models, respectively, for number of DCs \( R = \{2, 4\} \). Despite that for higher number of DCs the spectrum utilization and required computational time is lower, again the run out of memory error occurs for smaller demands set sizes due to the higher number of variables and constraints in ILP instances.

7 CONCLUSIONS

In this paper, we study RSSA of anycast demands in SS-FONs. We analyze four problem versions which differ with the core switching possibility (WCS and WOCS) and DC location scenario (given DCs and DC placement involved into optimization task). Then, we define all RSSA versions using two modeling techniques.
(slice-based (SB) and lightpath-based (LB)) proposing eight ILP models. Concluding simulations, LB_WOCs and SB_WOCS_DC provide the best performance for RSA with given DC location and DC location selection problem, respectively.

In the future work, we plan to further study RSA complexity considering different traffic types and network survivability.
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ABSTRACT
This paper presents a generic non-compact linear programming approximation of the pump scheduling problem in drinking water distribution networks. Instead of relying on the binary on/off status of the pumps, the model draws on the continuous duration of activation of pump combinations, whose entire set is computed in a preprocessing step by ignoring the pressure variation in the water tanks. Preprocessing is accelerated using network partition and symmetry arguments. A combinatorial Benders decomposition-based local search takes the approximated solution as input to derive a feasible solution. Our experiments on two different benchmark sets, with fixed- or variable-speed pumps, show the accuracy of the approximated formulation and the ability of the matheuristic to compute near-optimal solutions in seconds, where concurrent, more specialized approaches need minutes or hours.

1 INTRODUCTION
With the evolution of the power sector – because dynamic pricing is a savings opportunity for water network operators [6] – together with advances in mixed-integer nonlinear programming (MINLP), recent years have seen a renewed interest in minimizing the pumping costs in drinking water distribution networks.

The so-called pump scheduling problem is a hard combinatorial non-convex optimization problem. A variety of solution approaches have been investigated, but they often inefficiently deal with large or medium networks, and many small instances are still open. A first category of approaches (e.g. [6, 7, 10]) combine a numerical simulator, to compute the feasible hydraulic balances, with an exact or heuristic optimization algorithm, to schedule the pump operations at minimum cost. Separating feasibility from optimization makes the convergence of these approaches slow, resulting in sub-optimal solutions. A second category of approaches formulate the whole problem as a MINLP with simplified hydraulic constraints, based either on piecewise-linear approximations (e.g. [8, 9]) or convex relaxations [2, 3, 13]. These approaches only apply to small networks, because of the combinatorial nature of the models, and they may return impracticable solutions. Instead, Burgschweiger et al. [4] keep the non-convex constraints in their model but relax the binary on/off pump activation variables by aggregating them. This relaxation is only suitable to large city-wide networks where dozens of pumps are installed in parallel in each pumping station.

In this paper, we are interested in tackling intermediate-size networks with a mixed approach. We propose to approximate the MINLP model by decoupling feasibility and optimization in the way of Dantzig-Wolfe decomposition: by ignoring the pressure variation in the water tanks, we can compute the feasible hydraulic balances for all pump configurations as a preprocessing step, then derive a non-compact linear programming (LP) model based on the durations of activation of these configurations. We apply network partition and symmetry arguments to accelerate the preprocessing without hindering optimality. While the approximated LP solutions may be accurate enough to be practically implemented in pump controllers, we also propose to derive feasible solutions for the original MINLP with a local search approach, adapted from the combinatorial Benders decomposition of Naoum-Sawaya et al. [10]. Finally, we generalize the approach to networks with variable-speed pumps or pressure-reducing valves, which are often overlooked in the literature.

Experiments on the Poormond [6] and Van Zyl [17] benchmark networks show the efficiency of our preprocessing, the accuracy of our approximation, and the potential of the overall method to compute near-optimal solutions within seconds where concurrent methods [3, 6, 8, 10, 13] need minutes or hours to compute solutions of higher costs.

The paper is organized as follows: Section 2 defines the problem and describes the standard MINLP formulation in a simplified case. Section 3 presents our non-compact LP formulation and preprocessing reduction techniques and Section 4 the heuristic. Computational results are given in Section 5 and conclusions and perspectives in Section 6.

2 PUMP SCHEDULING PROBLEM
This section describes the problem and a standard formulation in the special case, for the sake of simplicity, of a network equipped with unidirectional pipes, fixed-speed pumps and no valves. Comprehensive formulations for more general networks can be found e.g. in [3, 4].

As illustrated in Figure 1, a water distribution network can be represented as a directed graph $\mathcal{G} = (J, L)$ with sources $J_S$, junctions $J_J$ and tanks $J_T$ as nodes $J$, and pipes $L_P$ and pumps $K$ as arcs $L$. Given a time horizon $T$ of typically one day, the system dynamics are driven by the water demand rate $D \in \mathbb{R}^{J_T \times T}$ at the junctions and are governed by complex hydraulic laws of conservation of flow and pressure through the network. The problem is to schedule the pump operations over $T$ in order to continuously satisfy the demand and the allowed filling level of the tanks, while minimizing the operation cost.
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A standard model is defined as follows, with \( x \in \{0, 1\}^{K \times T} \) the binary on/off state of the pumps, \( q \in \mathbb{R}^{L \times T} \) the flow rate through the arcs, and \( h \in \mathbb{R}^{J \times T} \) the head at the nodes (defined as the sum of pressure and elevation):

\[
(P) : \min_{x, q, h} \sum_{i \in I} \sum_{t \in T} C_{it} \Delta h_{it}(x_{it}, q_{it})
\]

s.t.
\[
\sum_{j \in J} q_{jst} = \sum_{j \in J} q_{jst} + D_{jst}, \quad t \in T, j \in J \tag{2}
\]
\[
\sum_{j \in J} q_{jst} - \sum_{j \in J} q_{jst} = \sigma_j(t_{jst} - t_{jst-1}), \quad t \in T, j \in J \tag{3}
\]
\[
h_{jst} = H^0_j, \quad j \in J \tag{4}
\]
\[
H^\text{min}_{st} \leq h_{jst} \leq H^\text{max}_{st}, \quad t \in T, j \in J \tag{5}
\]
\[
q_{st} \leq Q^\text{max}_{st}, \quad t \in T, k \in K \tag{6}
\]
\[
h_{jt} - h_{jt} = \Phi_{ij}(q_{ij}), \quad t \in T, ij \in L_p \tag{7}
\]
\[
(h_{jst} - h_{jst} - \Psi_{ij}(q_{ij}))x_{ij} = 0, \quad t \in T, ij \in K \tag{8}
\]

In this model, the time horizon is discretized \( T = \{1, \ldots, T\} \) with a resolution \( \Delta t \) of typically 1 hour in which the system is assumed to operate in steady state. Constraints (2) and (3) enforce the conservation of flow at junctions and tanks. In (3), a tank \( j \in J_T \) is assumed to be a vertical cylinder of area \( \sigma_j \) which links the stored water volume linearly to the head. Bounds on heads (4) and (5) depend on the node types: for a tank \( j \in J_T \), they are given by the minimum and maximum filling levels, and by the initial level \( H^0_j \); for a junction \( j \in J_J \), \( H^\text{min}_{jt} \) stands for the minimum pressure required to serve demand \( D_{jst} \); for a source \( j \in J_S \), the head is fixed exogenously. Constraints (7) enforce the head losses due to friction in pipes. For each directed pipe \( ij \in L_p \), the head loss can be accurately approximated by a quadratic function \( \Phi_{ij} \) of the flow. Constraints (6) bound the flow through the pumps and bind flow values and pump activation states. Constraints (8) model the head increase through active pumps (if \( x_{ij} = 1 \)). For each pump \( k \in K \), head-flow coupling function \( \Psi_k \) can be accurately fitted from operating points as a quadratic function. Finally, the financial cost is mainly incurred by purchasing electricity for pumping, see objective (1) with \( C_{it} \geq 0 \) the actualized electricity price on period \( t \), and \( \Gamma_k \) the power consumption of pump \( k \) defined by a linear curve fit \( \Gamma_k(x, q) = \lambda_k x + \mu_k q \).

Model \( P \) is a non-convex MINLP which is often untractable even for small networks. One option to solve \( P \) is to decrease the resolution of the time discretization, and thus the model size, but it has potential drawbacks: (1) the steady-state assumption is less realistic over longer time steps, (2) this artificially reduces the set of feasible schedules, and (3) the optimum increases accordingly. We investigate the opposite option, closer to the reality, by allowing to operate pumps at any time.

## 3 AN APPROXIMATED NON-COMPACT MODEL

We present a new approximated LP formulation of the pump scheduling problem which separates the computation of the hydraulic balances from the optimization of the schedule. The description is first given in the context of networks where fixed-speed pumps are the only operable elements. We then generalize the definition to networks with valves or variable-speed pumps.

### 3.1 Tank head approximation

Let \( A \subseteq L \) be the set of operable elements of the network, and assume for now that \( A = K \) the set of fixed-speed pumps. We call configuration any subset \( S^* \subseteq A \), also denoted by \( I^* \subseteq \{0, 1\}^A \) defined by \( I^*_a = 1 \iff a \in S^* \). Configuration \( S^* \) is said active at time \( t \in T \) if all its elements, and only these elements, are active (e.g., pumps are on); \( x_{ij} = 1 \iff a \in S^* \).

Looking at model \( P \), a configuration \( S^* \subseteq A \) can be active at time \( t \in T \) only if, given the tank levels and the allowed variation range, the pumps belonging to the configuration offer together enough power to increase head and satisfy the demand rate \( D_{t} \) at all junctions. Because water tanks are usually very large containers, the level variation during 1 hour or less is relatively limited when compared to their heights. We propose to ignore this variation and assume that, at any tank \( j \in J_T \), the head is fixed to an arbitrary value \( H^*_j \) during time step \( t \). Under this assumption, we can easily compute the hydraulic balance for supplying demand \( D_{t} \) with configuration \( S^* \). Indeed, by definition, it is a solution \( (q^*, h^*_t) \in \mathbb{R}^L_T \times \mathbb{R}^J_T \) of the non-convex system \( \{2\}, \{5\}, \{6\}, \{7\}, \{8\} \) restricted to a single time step \( t \) with fixed pump states \( x_{ij} = I^*_a \forall a \in A \) and fixed tank heads \( h_{jst} = H^*_j \forall j \in J_T \). It is known \([5, 6, 16]\) that this equation system, that we denote \( F(I^*, H^*) \), has at most one solution which can quickly be computed, in particular, by the Newton method \([16]\) which is implemented in the popular numerical simulator EPANET \([11]\).

To estimate if a configuration \( S^* \) may supply demand rate \( D_{t} \), we thus propose to check the feasibility of \( F(I^*, H^*) \) with tank heads arbitrarily fixed to their median values \( H^*_j = (H^\text{min}_j + H^\text{max}_j)/2 \) for all \( j \in J_T \). If feasible and \((q^*, h^*) \) its solution, we compute the corresponding instantaneous power consumption \( P^*_t = \sum_{a \in S^*} \Gamma_a(1, q^*_a) \) and net fill rate \( R^*_t = \sum_{a \in S^*} q^*_a - \sum_{p \in L} q_{pt} \) at each tank \( j \in J_T \). We denote by \( S^*_t = \{s \subseteq A \mid F(I^*, H^*) \neq 0\} \) the set of configurations which may be active during time step \( t \in T \) according to this assumption.

### 3.2 Configuration scheduling

Given these estimates, we reformulate the pump scheduling problem as a configuration scheduling problem where, at any time step \( t \), any configuration \( s \in S^*_t \) is allowed to be active for a duration \( 0 \leq \delta_s \leq \Delta_t \) within the time step. Modelling the system dynamics boils down to enforce tank head conservation between consecutive time steps, then
leads to the following linear program:

\[
(P^*) : \min \sum_{s \in S^*} Ct \delta_{st} + \sum_{s \in S^*} Ps \delta_{st} \quad (1')
\]

\[
\text{s.t.} \quad \sum_{s \in S^*} \delta_{st} = \Delta_t, \quad t \in T \quad (9)
\]

\[
h_{jt} - h_{jt-1} = \sum_{s \in S^*} \frac{R_{st}}{\sigma_j} \delta_{st}, \quad t \in T, j \in J_T \quad (3')
\]

\[
H_{jt}^{\min} \leq h_{jt} \leq H_{jt}^{\max}, \quad t \in T, j \in J. \quad (5')
\]

In \((P^*)\), pumps can thus be operated during time steps. Furthermore, \((P^*)\) is an approximation of \((P)\), and not just a relaxation: an optimal configuration \(s\) at time \(t\) for \((P)\) may not belong to \(S^*_t\) if it can indeed satisfy demand \(D_t\) but not under the half-filled tanks assumption; if \(s\) does belong to \(S^*_t\), otherwise, its actual consumption may not be \(P^*_t\) precisely.

3.3 Processing configurations

Computing one hydraulic balance with the Newton algorithm is almost immediate, but the exponential number of configurations to evaluate, in \(O(T2^{\mid J \mid})\), can make it computationally challenging to build \((P^*)\). We propose two techniques to significantly reduce the computation time without hindering optimality.

First, we exploit the symmetries, which are frequent in real data. For instance, when demand rate \(D_t = D_{t'}\), then \(S^*_t = S^*_t\), \(P^*_t = P^*_t\) and \(R^*_t = R^*_t\) for all \(s \in S^*_t\). Another symmetry arises when pumps with identical characteristics are installed in parallel at a pumping station (see e.g. pumps 1 and 2 in Figure 1). Only one symmetry configuration is then evaluated.

Second, we exploit a partition of the network along the tank nodes. Precisely, we consider the graph \(G' = (J', L')\) obtained from \(G\) by duplicating each tank node \(j \in J_T\) for each incoming arc \(ij \in L\) as a new node denoted \(j'\), i.e. \(J' = J \cup \{j' \mid ij \in L, j \in J_T\}\) and \(L' = L \cup \{ij' \mid ij \in L, j \in J_T\} \setminus \{(j \mid j \in J_T\}\). Once the heads at tanks \(j \in J_T\) (and at duplicate nodes \(j'\)) are fixed to their median values \(H^*_j\), the arc flow and node head values become independent in each connected component of \(G'\). We thus compute the set of feasible configurations \(S^C \subseteq A \cap L_C\) independently for each connected component \(C = (J_C, L_C) \in CC(G')\). These sub-configurations are then combined by summation: for all \(s \subseteq A\), \(P^t_s = \sum_{C \in CC(G')} P^t_s L_{i C}\) and \(R^t_s = \sum_{C \in CC(G')} R^t_s L_{i C}\) for \(j \in J_T\). Hence, the network partition reduces both the number of computations and their complexity, being evaluated on smaller graphs. Furthermore, the symmetry condition on constant demand occurs with a higher frequency when regarding the subsets of junctions independently.

3.4 Generalization

In most water distribution networks, not only pumps but also valves \(V \subseteq L\) of different types can be operated. Like fixed-speed pumps, gate valves and check valves have only two possible states (close or open) and can be modeled in \((P)\) with a binary variable for each time step (see e.g. [4]).

The definition of configuration can then be extended to \(A = K \cup V\) the set of pumps and valves, saying that a valve is active if it is close. Furthermore, according to [12], \(F \ast(x^*, H^*)\) has still at most one solution.

The presence of variable-speed pumps or pressure-reducing valves deserves more attention as they admit a continuous range of operation modes. A variable-speed pump is either off or operated within an allowed range of speed. For a pressure-reducing valve, the amount of pressure reduction is chosen within a range and a binary state indicates the direction of the flow (see e.g. [15]). As suggested in [5], we propose to approximate the allowed operation range of each pressure-reducing valve or variable-speed pump \(a\) by a discrete set of sample values \(A_a\). The set \(A\) is then augmented with these sample values and a configuration is now defined as \(s \subseteq A\) with \(|s \cap A_a| \leq 1\). Once pump speeds and pressure reductions are fixed in configuration \(s\), the Newton method can quickly solve \(F \ast(x^*, H^*)\) as before.

Hence, the approximation model \((P^*)\) and configuration processing scheme apply to a comprehensive class of water networks. Still, the number of configurations to evaluate grows exponentially with the number of operable elements, unless the network partition separates these elements in small sets so that the growth becomes near linear.

4 BENDERS DECOMPOSITION-BASED HEURISTIC

This section describes an adaptation of the combinatorial Benders decomposition of [10] to search, in the neighborhood of the approximated solutions of \((P^*)\), feasible solutions to the pump scheduling problem with pump aging constraints.

4.1 Pump aging

While in practice pumps can be operated at any time, too frequent switches are prohibited to prevent premature pump aging. Ghaddar et al. [6] proposed to enforce the following constraints in model \((P)\) for each pump \(k \in K\):

\[
\sum_{t \in T} y_{kt} \leq N, \quad (10)
\]

\[
y_{kt} \geq x_{kt} - x_{k(t-1)}, \quad t \in T \quad (11)
\]

\[
x_{kt'} \geq y_{kt}, \quad t \in T, t' \in [t, t + \tau_1] \quad (12)
\]

\[
z_{kt'} \geq x_{k(t-1)} - x_{kt}, \quad t \in T \quad (13)
\]

\[
x_{kt'} \leq 1 - z_{kt}, \quad t \in T, t' \in [t, t + \tau_0] \quad (14)
\]

with \(y_{kt}\) (resp. \(z_{kt}\)) a binary variable equal to 1 if pump \(k \in K\) is switched on (resp. off) at time \(t\), \(N\) the maximal number of times a pump can be switched on, \(\tau_1\) (resp. \(\tau_0\)) the minimum continuous duration a pump is on (resp. off). Naoum-Sawaya et al. [10] designed a combinatorial Benders decomposition approach, where the master integer linear program denoted \((M)\) is initialized with the aging constraints (10)-(14) alone. At each iteration, \((M)\) returns a candidate schedule \(X \in \{0, 1\}^{K \times T}\) to evaluate: the EPANET simulator computes the hydraulic balance and power consumption at each time step, sequentially. If a hydraulic constraint is violated or if the partial cost exceeds the best solution known so far at a given time \(t \in T\), then the partial schedule up to time \(t\) is discarded from the
search by adding a no-good cut to master \( (M): \)

\[
\sum_{t=1}^{I} \left( \sum_{k \in K, X_{kt}=0} x_{kt} + \sum_{k \in K, X_{kt}=1} (1 - x_{kt}) \right) \geq 1. \tag{15}
\]

The cut is also added with \( t = T \) each time \( X \) proves to be the new incumbent, i.e. an improving solution. The algorithm stops when \( (M) \) becomes unfeasible. The algorithm theoretically converges to a certified optimal schedule, but its slow convergence requires to limit the computation time.

### 4.2 Truncated Benders decomposition

In the original method [10], the objective function of master \( (M) \) is initialized to 0, then systematically redefined as the minimal distance to the new incumbent, so as to search the next candidate in a neighborhood. Thus, the algorithm improves the solution progressively, as in a local search, but it may start with a low quality solution. We propose to adapt this algorithm to conduct it explicitly as a heuristic to compute good solutions fast. To this end, we initialize the algorithm with an optimal approximate solution \( \delta^* \) of \( (P^*) \), then adjust the distance function, i.e. the neighborhood, iteratively until finding a feasible solution.

More precisely, we first compute the duration \( \delta_{at}^* = \sum_{i \in S^*_t} x_{at}^* \delta_{at} \) of activation of any pump or valve \( a \in A \) during step \( t \in T \) in the approximated solution. We expect that, in an optimal schedule \( x \), if \( \delta_{at}^* \) is close to \( \Delta_t \) then \( a \) is active during \( t \) (i.e. \( x_{at} = 1 \)), and that, if \( \delta_{at}^* \) is close to 0 then \( a \) is inactive during \( t \) (i.e. \( x_{at} = 0 \)). Furthermore, we estimate that the daily duration of activation \( \sum_{i \in T} x_{at} \Delta_t \) of \( a \) is close to \( \sum_{i \in T} \delta_{at}^* \). Hence, the minimization criterion of \( (M) \) is initialized to:

\[
\sum_{a \in A} \sum_{t \in T} (\Delta_t - x_{at} \Delta_t)^2 + \sum_{a \in A} \sum_{i \in T} \Delta_t - \sum_{i \in T} x_{at} \Delta_t)^2 \tag{16}
\]

with \( \Delta_{at} = \begin{cases} \delta_{at}^* & \text{if } \delta_{at}^* \in \{0, \Delta_t\} \\ \alpha_{at} & \text{otherwise} \end{cases} \) for all \( a \in A \) and \( t \in T \) is a parameter of diversification which is initialized to \( \delta_{at}^* \) to search first around the approximated solution of \( (P^*) \), and is then updated randomly at each iteration.

Another difference with [10], is that we generalize the method to networks with variable-speed pumps or pressure-reducing valves. In this context, we propose to use a non-convex NLP solver instead of the EPANET simulator to evaluate the candidate solutions \( X \in \{0, 1\}^{A \times T} \) by solving the slave program, i.e. the standard MINLP formulation with the binary variables \( x \) fixed to values \( X \). Note here that, unlike for the processing of the configurations (see Section 3.4), we do not extend the definition of the set of operable elements \( A \) by discretizing the continuous state range for variable-speed pumps and pressure-reducing valves. Finally, because we run the Benders decomposition as a heuristic, the slave problem is not required to be solved at optimality. Hence, when the global optimization of the restricted non-convex NLP is too time consuming, a fast local optimization solver can be used instead.

### 5 COMPUTATIONAL RESULTS

We experimented the full heuristic, sketched in Algorithm 1, on two benchmark sets: Poormond [6] and Van Zyl [17]. In this section, we evaluate the solutions in comparison with the best solutions known so far for these instances (see [3] for a comparative analysis of the results published in [3, 6, 10, 13] on Poormond).

#### 5.1 Experimental set-up

The Poormond network, depicted in Figure 1, was derived by [6] from the real water distribution network of Rich- mond, England. It is a medium-size network with 47 nodes including 1 source and 5 tanks, 44 pipes, 7 fixed-speed pumps and 4 gate valves. The benchmark set has five daily instances, denoted from P21 to P25, each corresponding to the real dynamic power tariff, available at [14], that occurred each day in range May 21-25, 2013. The time horizon is discretized in \( T = 48 \) time steps of \( \Delta_t = 1/2 \) hour each. Pumps are required to stay on for at least 1 hour (\( \tau_1 = 2 \)), off for at least 1/2 hour (\( \tau_0 = 1 \)), and to be activated at most \( N = 6 \) times. The Van Zyl network [17], depicted in Figure 2, is a fictive, small but complex network with 1 source, 2 tanks, 15 pipes, 1 check valve and 3 pumps assumed to be variable-speed pumps after [8]. We experimented on this network using the same 5 tariff profiles set at the same time resolution. We denote the five instances Z21 to Z25 accordingly.

The computations were performed on a Xeon E5-2650V4 2.2GHz with 254 GB RAM. The processing of the configurations, including the Newton method, was implemented in Python, while the default LP solver and MINLP solver of Gurobi 7.0.2 were run on one thread to solve \( (P^*) \) and \( (M) \) respectively. For the Van Zyl instances, the slave problems of the Benders decomposition were solved with the default non-convex NLP local solver of Bonmin [1]. The step to
discretize the allowed pump speed range was empirically fixed to $|A_a| = 6$.

The heuristic solutions are compared with the best solutions returned by the branch-and-cut method of [3] running in 1 hour under the same experimental set-up. In [3], a MILP outer approximation of ($P$) is solved with a LP-branch and bound augmented with user cuts: at each integer node, the corresponding pump configuration is evaluated as in the Benders decomposition here described, and no-good cuts generated accordingly. To make the comparison of the results valid, we implemented the exact evaluation procedure described in [3]. It includes, for the Poormond instances, a primal heuristic which slightly adjusts the duration of activation of the pumps to correct the small bound violations induced by the fixed time discretization.

5.2 Quality of the approximation

Figure 3 illustrates on instance P21, for each of the 7 pumps of the Poormond network, the optimal pump schedule $\delta^*$ returned by ($P^*$) after recomputation of the real flows and heads (in blue), and the feasible pump schedule returned by our heuristic (in pink). Figure 4 depicts the water filling profiles of the 5 tanks for both solutions and, below, the dynamic electricity tariff profile.

![Figure 3: Approximated and feasible schedules](image)

We observe for the approximated solution on Figure 4 that the water levels in the tanks (the blue curves) only slightly fall outside the allowed range (delimited by the black lines) which indicates that the approximated pump schedule is close to be practically feasible. When considering the modelling errors and the security margins and ignoring the formal pump aging constraints, this approximated schedule could probably directly be applied as a command for the real-time control of the pumps.

The near feasibility of the solution attests the relevancy of approximating the tank heads to their median values.

![Figure 4: Tank levels in the approximated and feasible solutions](image)

Indeed, we observe an average relative deviation lower than 1% between the flow profiles delivered by the pumps, before and after recomputation with the actual tank heads. This confirms our hypothesis, we observed on a sample configuration, that the error on the flow due to this approximation is significant only when some tanks are empty while others are full. Here, on the contrary and as expected, the filling profiles of the 5 tanks all follow the same dynamic generated by the variable electricity tariff.

Perhaps more surprising, we observe on Figure 3 that the approximated and feasible pump schedules overlap extensively, from 77% for pump 5C to 100% for pump 1A, which indicates that the approximated solution mostly satisfies the fixed time discretization constraint of model ($P$) and the pump aging constraints, although they are entirely relaxed in ($P^*$). Actually, because ($P^*$) has comparatively few constraints ($O(T|J)$), a basic solution has then few columns. In other words, only a fraction of the configurations over all the time steps have a non-zero duration in the optimal approximated schedule. For instance P21 depicted here, only 104 configurations are active which corresponds to 3% of the generated configurations, and, on the 48 time steps, 15 are associated to an unique configuration. This explains why pumps are activated at reasonable frequency, from 1 for pump 1A to 21 for pump 4B, in the approximated solution.

Finally as the approximated and feasible solutions are close, their costs (111.03 euros for the former and 117.50 for the latter) present a moderate gap (+6%). We observed the same proximity on all the Poormond instances and on all the Van Zyl instances too. For example, in instance Z21, the approximated solution has only 50 active configurations on more than 20,000 candidates over the 48 time steps and it satisfies all the pump aging constraints. Only one iteration of the Benders decomposition and a slight adjustment of
the pump speeds were needed to retrieve a feasible solution with a +4.2% cost deviation.

5.3 Performance of the heuristic

Table 1 summarizes the computational results of our heuristic on the 10 instances of Poormond and Van Zyl. On the left part, the computation times (in seconds) are detailed for each algorithmic component: the preprocessing of the configurations (conf), the solution of the approximated model (\(P^*\)) (LP), and the truncated Benders decomposition (TBD). The right part of the table gives the costs (in euros) of the solutions returned by our heuristic (TBD) compared to the solutions of the branch-and-cut approach returned in 1 hour (best [3]); TBD/LB and best/LB denote the respective optimality gaps to the best known lower bound also returned by the branch-and-cut in 1 hour.

We observe that the heuristic computed good quality solutions fast. About 2 seconds were required to generate an approximated schedule, mostly to preprocess the set of configurations since solving the LP was immediate. The graph partition has a great impact on the number of configurations to process. On the Van Zyl network, for example, the partition creates two components: the one with all the operable elements but no demand – resulting in 456 configurations which are identical for each time step (even for each instance, actually) – and the other with the unique demand node, only two pipes and no operable elements – resulting in one configuration for each time step. Hence, we computed 456 × 48 hydraulic balances instead of 456 × 48.

The truncated Benders decomposition ran in 14 seconds in average on Poormond and in 1 second on Van Zyl. It stopped with a feasible solution after the first iteration, except for instance P25 which required two iterations. On Poormond, the costs of the heuristic solutions were, in average, 2.9% higher than the best solutions, and up to 5% higher for instance P25. In comparison, the branch-and-cut required 306 seconds in average, solutions which slightly improve upon the solutions found in 1 hour by the branch-and-cut. The average optimality gap is 14.3%. In comparison, [8] reported approximated solutions with a 30% optimality gap computed in 5 minutes by solving a MILP obtained by piecewise linearization of the non-convex constraints in \(P\).

### 6 CONCLUSION

We formulated the pump scheduling problem in water distribution network as a new generic non-compact linear program, based on the approximation of the head at the water tanks and on the relaxation of the pump aging constraints. This approximation turned out to be both tight and easy to solve when experimented on two networks with different characteristics. We were then able to quickly find lowest-cost feasible solutions by searching in a neighborhood of the approximated solutions. These results lead us to believe that this method could deal with networks larger than with the currently known approaches. Failing to dispose of such study cases, we envisage to build new realistic instances to confirm our claim. Perspectives to extend our method are, first, to exploit the new LP approximation in a global optimization approach, and, second, to exploit historical data of network operations to build the configuration set.
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ABSTRACT
The Rapid Transit Network Design planning problem along a multi-period time horizon is treated by considering uncertainty in passenger demand, strategic costs and network disruption. The problem has strategic decisions about the timing to construct stations and edges, and operational decisions on the available network at the periods. The uncertainty in the strategic side is represented in a multistage scenario tree, while the uncertainty in the operational side is represented in two-stage scenario trees which are rooted with strategic nodes. The variability in the strategic cost along the time horizon as well as the variability in the lost passenger demand to the operational transit system current conditions could be very high. In order to avoid the negative impacts of low probability but high cost or high lost demand scenarios, some risk reduction measures should be considered. In this work the expected conditional stochastic dominance functional is modeled in two flavors. First, controlling the cost in the strategic scenarios in selected groups and clusters and second, controlling the lost passenger demand in the operational scenarios. Both flavors are time consistent.
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1 INTRODUCTION
Transportation systems are spatially distributed systems, which are vulnerable to different incidents that may occur. Despite the unpredictable nature of these incidents in terms of location, time and magnitude, effective mitigation methods should be designed from the very first strategic stage of design.

When designing a transport network, decisions are made according to an expected value for network state variables, such as infrastructure, vehicle, and traffic conditions, which are uncertain in a planning horizon of up to decades.

In order to find resilient network designs, different research approaches can be used, such as deterministic static, two-stage stochastic, multistage stochastic and robust optimization, among others. Robust optimization features solutions which are immune to data uncertainty [8, 23]. However, these solutions have been demonstrated to be too conservative and, then, expensive on a daily basis [11]. The key is that the recovery of the system in different operational scenarios in a given strategic scenario may not be as expensive as the introduction of traditional robustness concepts.

It is also well known that deterministic models do not provide high quality solutions if long planning horizons are considered, where variability of data is prominent. It should be pointed out that the optimization of the Risk Neutral (RN) model has the drawback of providing a solution that ignores the potential variability of the objective function value in the scenarios and, so, the occurrence of low-probability high-cost scenarios. Alternatively, risk averse measures could be considered.

This work aims at advancing the state-of-the-art of rapid transit network design by introducing a novel modeling approach for a stochastic recoverable robustness.

Review of the State-of-the-Art. In the context of rail Rapid Transit Network Design (RTND), a complete review is recently given in [27]. There is an extensive literature about deterministic RTND problems, where all parameters are assumed to be known with certainty [7, 10, 12, 13, 22, 25, 29, 30]. But, stochastic optimization is currently one of the most robust tools for decision making and broadly used in real-world applications in a wide range of problems from different areas (energy, finance, production, distribution, supply chain management, etc.). It is well known that an optimization (say, minimization) problem under uncertainty with a finite number of possible supporting scenarios has a Deterministic Equivalent Model (DEM). Traditionally, special attention has been given to optimizing the DEM by minimizing the objective function expected value in the scenarios, subject to the satisfaction of all the constraints, i.e., the so-called Risk Neutral (RN) approach. Note that large DEMs can be solved by using different types of decomposition approaches, e.g., see in [1]. There have been many attempts with two-stage problems in the field of RTND, which are approximations of real problems [11, 17, 26]. Other rail related problems have been also addressed with a two-stage RN approach [9, 15, 16, 28]. Recently, in a series of works [4–6], an alternative approach so-named Service Reliability is introduced for solving large-scale mixed 0-1 models with uncertain passenger demand in RTND.

Let us point out that the optimization of the RN model has the drawback of providing a solution that ignores the potential variability of the objective function value in the scenarios and, so, the occurrence of low-probability high-cost scenarios. Alternatively, risk averse measures could be considered. A computational comparison of some risk averse measures is presented in [2]. Several versions of the multistage mixed 0-1 time-inconsistent risk averse measure based on the Stochastic Dominance (SD) functional introduced in [18] have been presented in [19], and a
For strategic problems (such as RTND), strategic decisions should not depend, even in part, on operational uncertainties in the previous periods. Long-term uncertainty, basically passenger demand and investment costs, should be represented in a multistage scenario tree, where short-term operational uncertainty, basically RTN elements’ disruptions, should be represented by considering sub-trees rooted with the strategic nodes. The mixture of those trees may be named as (strategic) multistage (operational) multi-horizon tree. It is worthy to point out that its structure strongly impacts on the model design. Additionally, that type of model should also impact on the decomposition methodologies for problem solving in an affordable effort. Partially due the problem difficulty, there is not a wide literature on the subject. As we know [20, 24, 33] are the first works dealing with multistage multi-horizon trees. A specific application is presented in [33] for a gas transportation network, where the risk averse measure Average Value-at-Risk is considered. A multistage multi-horizon modeling is presented in [3] for an electricity transmission and generation network capacity expansion planning, where the risk averse measure Time Stochastic Dominance is considered. [14] is the first work as we know that addresses the RTND problem as a RN model in a multistage scenario tree by considering dependent stage-wise non-Markovian scenarios with a mixture of the sets of strategic and operational uncertain parameters.

In order to avoid the negative impacts of low probability but high cost or high lost demand scenarios, this work presents a strategic multistage operational multi-horizon 0-1 stochastic risk averse optimization model for the RTND problem. The expected conditional stochastic dominance functional is modeled in two flavors. First, controlling the cost in the strategic scenarios in selected groups and clusters and second, controlling the lost passenger demand in the operational scenarios. Both flavors are time consistent.

This short version of the paper is organized as follows. Section 2 presents the main elements of the scenario tree partitioned in the strategic multistage tree and the operational two-stage trees rooted in nodes in the strategic tree. Section 3 is devoted to the meta model where strategic and operational constraints are considered. Section 4 presents several time-consistent risk averse measures based on the stochastic dominance functional. And, Sections 5 and 6 sketch out the solution approach and computational experiments, respectively.

2 STRATEGIC MULTISTAGE AND OPERATIONAL TWO-STAGE SCENARIO TREES

For completeness let us consider the main elements of the problem inspired in [14, 20]. To represent the uncertainty a scenario analysis approach is used, where the scenario set can be visualized in a tree. Let \( E \) be the set of stages along the time horizon, \( T = [E] \), \( T_e \) be the set of periods (usually, years, semesters) in stage \( e \), for \( e \in E \), \( T \) be the set of periods in the time horizon, such that \( T = \bigcup_{e \in E} T_e \), \( T = [T] \), and \( \Omega \) be the finite set of representative strategic scenarios. A scenario \( \omega \in \Omega \) is a particular realization of the uncertain strategic parameters along the time horizon, it is represented in the tree as a root-to-leaf path. A node of the strategic scenario tree represents an event, where it is assumed that the realization of the strategic uncertain parameters and strategic decision variables take place at the first period of the related stage. Notice that the group of scenarios that have the same realization of the uncertain parameters up to any given stage have the same value for the strategic decision variables up to that stage and, thus, the well-known nonanticipativity principle is satisfied. Let \( n \) and \( N \) denote a node and the set of lexicographically numbered nodes \([1, \ldots, |N|]\) in the tree, and \( N_e \) is the set of nodes that belong to stage \( e \), such that \( N = \bigcup_{e \in E} N_e \). Let also \( \Omega^n \subseteq \Omega \) denote the group of scenarios with one-to-one correspondence with node \( n \) in the tree. Each node represents a point in time where a strategic decision can be made. Once a decision is made, some contingencies may occur, and information related to those contingencies is available at the beginning of the next stage.

The additional notation to represent the strategic multistage scenario tree is as follows:

- \( t_e \), first period in the lexicographically ordered set \( T_e \) in stage \( e \), for \( e \in E \).
- \( e^n \), stage to which node \( n \) belongs to, for \( n \in N \).
- \( A^n \), set of nodes composed of node \( n \) and its ancestors in the tree, for \( n \in N \). Note: \( A^1 = \{1\} \).
- \( \tilde{A}^n \), set of nodes composed of node \( n \) and its ancestors whose related variables (i.e., representing strategic decisions) have nonzero elements in the constraints in node \( n \), for \( n \in N \). Note: \( \tilde{A}^n \subseteq A^n \).
- \( S^n \), set of successor nodes of node \( n \) in the tree, for \( n \in N \).
- \( S^1 \), set of immediate successor nodes to node \( n \), for \( n \in N_e, e \in E \). Note: \( S_1^1 \subseteq S^n \).
- \( \sigma^n \), immediate ancestor node to node \( n \), thus, \( \sigma^n \in A^n \), for \( n \in N \setminus \{1\} \).
- \( w^\omega \), weight or probability assigned to scenario \( \omega \), for \( \omega \in \Omega \), and \( w^n = \sum_{\omega \in \Omega^n} w^\omega \), for \( n \in N \).

Now, consider any node \( n \in N \) also as a representative of any operational period of stage \( e^n \). The operational uncertainty attached to node \( n \) is represented by a finite set of scenarios. They are so-called operational scenarios in a two-stage tree rooted with node \( n \), and the realizations of the scenarios are, precisely, the nodes in the second stage. A \( 7 \)-node scenario tree is depicted in Fig. 1.

In RTND problems, passenger demand may be considered as the most important uncertain parameter, since its uncertainty is the most independent one of the design of RTN; so, the strategic multistage scenario tree is generated around it. Also assume that the strategic (investment) cost is on some way correlated
with the passenger demand. Therefore, passenger demand and investment cost are strategic uncertain parameters defined in strategic nodes while RTN disruptions and operational cost are operational uncertain parameters defined in operational nodes (the ones in the second stage of the two-stage tree rooted with strategic nodes). Thus, in order to have affordable dimensions in the scenario tree from a computational point of view, as an illustration consider \( E = 4 \) stages, with 5 periods, say years, each one. On the other hand, assume that the number of strategic immediate successor nodes of node \( n \) is \( |\mathcal{S}_n^\pi| = 3 \) for \( e^n = 1, 2, 3 \) and, so, the cardinality of the scenario tree is \( |\mathcal{S}| = \sum_{n \in E} |\mathcal{S}_n| = 1 + 3 + 9 + 27 = 40 \) nodes. Some additional notation related to the RTN infrastructure is as follows:

- \( I \), set of RTN infrastructure elements to be constructed.
- \( \ell_i \), latency, i.e., number of periods that are required between the period when the construction starts for the RTN infrastructure element \( i \) (e.g., an edge as a connection of two stations, a station in the network) and the period at which it becomes available for operation.
- \( I_t \), set of RTN infrastructure elements whose construction cannot start until element \( i \) is available (i.e. its construction is over), for \( i \in I \). Note: \( I_t \subset I \).
- \( J \), set of RTN operational elements.
- \( I^J \), set of RTN infrastructure elements that should be available when operational element \( j \) is active, for \( j \in J \). Note: \( I^J \subset I \).

The notation for the other elements in strategic node \( n \) and its operational two-stage scenario tree is as follows, for \( n \in \Pi \):

- \( \iota^n \), strategic ancestor node related to RTN infrastructure element \( i \), such that the period which it belongs to (i.e., \( \ell_\iota \)) is the latest period by which element \( i \) can start its construction, so that it is available for use in the RTN at any period in set \( T_{\pi n} \) for strategic node \( n \), for \( n \in \Pi \), \( i \in I \):

\[
\iota^n_i = \arg\max_{\iota \in \Pi} \{ \ell_\iota \in T : \ell_\iota \leq \ell_{\pi n} - \ell_i \}.
\]

\( \Pi^n \), set of operational scenarios for the two-stage tree rooted with strategic node \( n \). As an illustrative case, assume \( |\Pi^n| = 8 \) operational scenarios per each node \( n \) in the tree with \( |\mathcal{N}| = 40 \) strategic nodes in the case that have been illustrated above. So, in total, there are 320 uncertain situations to be dealt with, being partitioned in 40 groups. It means that there are 320 RTN operational submodels within the strategic-operational one to be presented next. Many of those submodels will probably have the same or a similar topology.

- \( w_\pi \), weight or probability of operational scenario \( \pi \), for \( \pi \in \Pi^n \), such that \( \sum_{\pi \in \Pi^n} w_\pi = 1 \).

3 STRATEGIC MULTISTAGE OPERATIONAL TWO-STAGE STOCHASTIC RISK NEUTRAL 0-1 MODEL

The Risk Neutral (RN) model that is introduced in this section requires the following notation for the variables:

- \( (x^n)_i \), \( 0-1 \) step variable for RTN infrastructure element \( i \) in node \( n \), for \( i \in I \). Its value is 1 if the element starts its construction by period \( \ell_{\pi n} \) and otherwise, 0, for \( n \in N : \ell_{\pi n} \leq T - \ell_i \), \( i \in I \). It is a strategic variable. Let \( x^n \) be the \( |I| \)-dimensional vector of variables \( \{(x^n)_i : i \in I \} \). Notice that \( (x^n)_i = 1 \) means that element \( i \) starts is construction at node \( n \).

- \( (y^n)_j \), \( 0-1 \) impulse variable for RTN operational element \( j \) in operational node \( \pi \), for \( \pi \in \Pi^n \), \( n \in N \), \( j \in J \). Its value is 1 if the element is active at operational scenario \( \pi \) in stage \( e^n \) to which strategic node \( n \) belongs to and otherwise, 0.

It is an operational variable. Let \( y^n \) be the \( |J| \)-dimensional vector of variables \( \{(y^n)_j : j \in J \} \).

Note: It is well-known that the modeling scheme where the step \( x \)-variables is considered is stronger than the model where they are replaced with impulse variables.

The parameters are as follows:

- \( (a^n)_i \), objective function coefficient (i.e., investment cost) related to the RTN infrastructure element \( i \) if it starts its construction at node \( n \), for \( n \in N \), \( \ell_{\pi n} \leq T - \ell_i \), \( i \in I \). It is assumed that the construction cost is made at the starting period \( \ell_{\pi n} \). Note: That assumption can be easily replaced with an ad-hoc policy.

- \( b_\pi \), vector of the objective function coefficients (e.g., passenger demand lost, among others) of the operational variables in vector \( y^n \), for \( \pi \in \Pi^n \), \( n \in N \).

- \( h^n_\iota \), rhs of the set of constraints related to strategic node \( n \), for \( n \in N \).

- \( A^n_\iota \), constraint matrix for the variables in vector \( x^n \) of ancestor node \( q \) in the strategic constraints related to node \( n \), for \( q \in \Pi_\iota \), \( n \in N \).

- \( h^n_\sigma \), rhs of the set of constraints related to operational scenario \( \pi \), for \( \pi \in \Pi^n \), \( n \in N \).

- \( B_\sigma \), constraint matrix for the variables in vector \( y^n \), for \( \pi \in \Pi^n \), \( n \in N \).

- \( k \), interest rate by period.

The DEM RN 0-1 model can be expressed as follows:

\[
\begin{align*}
\text{subject to} & \quad \sum_{\pi \in \Pi^n} A^n_\iota \pi x^n = h^n_\iota \quad \forall n \in N \\
& \quad \left( (x^n)_i \right)_i \leq \left( (x^n)^\pi \right)_i \quad \forall n \in N : \ell_{\pi n} \leq T - \ell_i, i \in I \\
& \quad \left( (x^n)_i \right)_i - \left( (x^n)^\pi \right)_i \leq \left( (x^n)^\sigma \right)_i \quad \forall n \in N : \ell_{\pi n} \leq T - \ell_i, i' \in I, i \in I \\
& \quad (y^n)_j \leq (y^n)^\pi_j \quad \forall \pi \in \Pi^n, n \in N, i \in I, j \in J \\
& \quad B_\sigma y^n = h^n_\sigma \quad \forall \pi \in \Pi^n, n \in N \\
& \quad (y^n)_j \in \{0,1\} \quad \forall n \in N : \ell_{\pi n} \leq T - \ell_i, i \in I \\
& \quad (y^n)_j = 0 \quad \forall \pi \in \Pi^n, n \in N, j \in J \\
& \quad y^n \in \{0,1\} \quad \forall \pi \in \Pi^n, n \in N, j \in J.
\end{align*}
\]
In a rapid transit network, the variability in cost along the time horizon in the strategic scenarios (where the operational scenarios are considered) and the variability in lost passenger demand in the operational scenarios for the related strategic node in the stages could be very high. In order to avoid the negative impact of the solution in the scenarios, mainly those with low probability and high cost or high lost demand, some risk reduction measures should be considered.

**Time-consistency**

Roughly, a risk-averse measure is time-consistent if the solution to be obtained from the submodel supported by a subtree rooted with a node at a given stage in a multistage scenario tree is the same as the one for that node and successors in the model supported by the full multistage scenario tree.

The rationale behind a time-consistent risk measure is that the solution value to be obtained in any node \( n \) and its successors for the related submodel “solved” at stage \( e^n \) should have the same value as in the original model “solved” at stage \( e = 1 \). Obviously, the RN model given by (1) and (2) and the model given by (1), (2) and (5) supported by the operational two-stage trees rooted at the strategic nodes are time-consistent. Additionally, it is not difficult to prove that the model given (1),(2),(3) and (5) is also time-consistent; in another context, see [21].

Section 4.1 presents the expected conditional stochastic dominance (ECSD) version for controlling the objective function value (i.e., the overall strategic-operational cost) in the *scenario groups* for modeler-driven subset of stages. Section 4.2 presents a stochastic dominance (SD) risk averse functional for controlling the objective function value (i.e., the overall strategic-operational cost) in a modeler-driven set of *scenario clusters*. The conditions to be satisfied by the SD functional in order to have the time-consistency property are also given. And Section 4.3 presents the ECSD version for controlling the lost passenger demand in the operational scenarios.

### 4.1 Objective function excess risk reduction for strategic scenario groups

The risk averse measure ECSD for the Net Present Value (NPV) of the expected objective function value composed of the expected investment cost on stations and edges of the new network (for short, expected strategic cost) and the expected operational cost of the available infrastructure elements of the new network for each strategic node in the whole time horizon requires the following additional sets of modeler-driven scenario groups and profiles:

- **\( E^{St} \)**, subset of stages in set \( E \), whose strategic groups with one-to-one correspondence with strategic nodes (including the related operational ones) are to be considered.
- **\( P^n \)**, set of profiles for scenario group \( \Omega^n \), for \( n \in N_c, e \in E^{St} \).

For each profile \( p \in P^n \), let the following modeler-driven parameters:

- **\( \phi^p \)**, objective function (i.e., cost) threshold in the whole time horizon to consider for any scenario in group \( \Omega^n \) (i.e., group with one-to-one correspondence with strategic node \( n \)), where the operational scenarios in set \( \Pi^n \) are taken into account.
- **\( \tilde{\phi}^p \)**, upper bound of the expected cost excess over threshold \( \phi^p \) for any scenario in group \( \Omega^n \).
- **\( \Phi^p \)**, upper bound of the expected cost excess over threshold \( \phi^p \) in group \( \Omega^n \) as a whole.

The profile costs are inspired in the second-order stochastic dominance functional induced by integer-linear recourse for multistage stochastic problems, see its time-consistent version in [21].

The variable for pair \((\omega, p)\), where \( \omega \) is a strategic scenario in group \( \Omega^p \) and \( p \) is the index of profile in \( P^p \) is as follows:

\[ s^{\omega,p} \]

continuous variable that takes the expected cost excess over threshold \( \phi^p \) in strategic scenario \( \omega \) in group \( \Omega^p \), where the operational scenarios in set \( \Pi^p \) are taken into account.

The objective function (i.e., overall strategic-operational cost) risk reduction ECSD constraint system can be expressed as:

\[
\sum_{s \in T} \sum_{q \in A^s} \frac{1}{(1+k)^{\ell_q}} (a^q)_i ((x^q)_i - (x^{\sigma^q})_i) + \sum_{q \in A^s} \frac{1}{(1+k)^{\ell_q}} |T_\omega| w^{\pi} y^{\pi} - s^{\omega,p} \leq \phi^p \text{ and } 0 \leq s^{\omega,p} \leq \Phi^p \quad \forall \omega \in \Omega^p, p \in P^p, n \in N_c, e \in E^{St}.
\]

Notice that the key element in constraint system (3) is that those scenario-cross constraints are related to scenarios that belong to the same group at any stage in set \( E^{St} \).

### 4.2 Objective function excess risk reduction for strategic scenario clusters

A risk reduction functional for the objective function value in scenario clusters is presented in this section with a similar scheme as the one presented in the previous section for the scenario groups with one-to-one correspondence with a modeler-driven stage subset. So, it has similar notation for the risk reduction profiles. The difference between both functionals is that, now, the strategic scenarios to consider are clustered according to a modeler-driven criterion. So, let \( C \) denote the set of scenario clusters, and \( \Omega_c \) is the set of strategic scenarios in the cluster indexed with \( c \) for \( c \in C \). There is a high flexibility on the structuring of the clusters, i.e., (a) a scenario could belong to more than one cluster, and (b) more than one cluster may have one-to-one correspondence with the same strategic node.

Let \( P_c \) denote the set of profiles for scenario cluster \( \Omega_c \), for \( c \in C \). So, for each profile \( p \in P_c \), let the following modeler-driven parameters:

- **\( \phi^p \)**, Objective function (i.e., cost) threshold in the whole time horizon to consider for any scenario in cluster \( \Omega_c \), where scenario \( \omega \), for \( \omega \in \Omega_c \) includes the strategic nodes in it ancestor path down to the root node in the strategic multistage tree, \( A^\omega \), so that the operational scenarios in set \( \Pi^p \) are taken into account, for \( q \in A^\omega \).
- **\( \Phi^p \)**, upper bound of the expected cost excess over threshold \( \phi^p \) for any scenario in cluster \( \Omega_c \).
- **\( \tilde{\phi}^p \)**, upper bound of the expected cost excess over threshold \( \phi^p \) in cluster \( \Omega_c \) as a whole.

The variable for pair \((\omega, p)\), where \( \omega \) is a strategic scenario in cluster \( \Omega_c \) and \( p \) is the index of profile in \( P_c \) is as follows:

\[ s^{\omega,p} \]

continuous variable that takes the expected cost excess over threshold \( \phi^p \) in strategic scenario \( \omega \) in cluster \( \Omega_c \),
where the operational scenarios in set $\Pi^q$ are taken into account.

The risk reduction stochastic dominance constraint system related to the objective function (i.e., overall strategic-operational cost) can be expressed as:

$$
\sum_{\pi \in \Pi} \sum_{q \in A^q} \frac{1}{(1+k)^{\pi,q}} \left( \nu_{\pi,q} - (x^{\pi,q})_{j}\right) + \sum_{\pi \in \Omega_c} \sum_{q \in A^q} \frac{1}{(1+k)^{\pi,q}} \left| T_{\pi,q} \right| \sum_{\pi \in \Pi} \nu_{\pi,q} y_{\pi,q} - s^{\pi,q} \leq \bar{y} \text{ and } 0 \leq s^{\pi,q} \leq \bar{y} \text{ for all } \pi \in \Pi, q \in A^q, \pi \in \Omega_c, T_{\pi,q} \in \mathbb{N}, \nu_{\pi,q} \in \mathbb{R}, \forall T_{\pi,q} \in \mathbb{N}, \nu_{\pi,q} \in \mathbb{R},$$

(4)

where $\nu_{\pi,q} = \sum_{w \in \nu_{\pi,q}} w^{\sigma}$ for $c \in C$.

Notice that the key element in constraint system (4) is similar to the one in system (3), here, those scenario-cross constraints are related to scenarios that belong to the same cluster.

It is worth pointing out that the risk reduction functional given in system (4) is a time-consistent one, provided that the following conditions are satisfied:

1. The scenarios do not overlap in the clusters, i.e., $\Omega_c \cap \Omega_c = \emptyset$ for any pair $c, c' \in C : c \neq c'$.
2. Each scenario cluster $\Omega_c$ for $c \in C$ is included in some scenario strategic group $\Omega^s$, i.e., $\exists n \in N_c : e \in E$ such that $\Omega_c \subseteq \Omega^s$, $c \in C$.

It is also worth pointing out that the time-consistency of the functional does not prevent that any scenario group is partitioned in several scenario clusters.

### 4.3 Risk reduction for the lost passenger demand at selected strategic nodes

The risk averse measure ECSD is specialized in this section for risk reduction in the operational scenario set $\Pi^q$, $n \in N$. Here, the function to consider is (the operational one related to) the passenger demand lost to the current transport system in the operational set based constraint systems (3) and (5), respectively.

The edge-based ECSD requires the following additional sets and elements for model-driven strategic nodes:

- $E^D$, subset of stages in set $E$, whose passenger demand loss is to be reduced. Note: $E^D \cap E^Op$ could be an empty set.
- $W$, number of passengers in group $w$, for $w \in W$. Notice that its demand could be lost; it is a parameter that belongs to the objective function operational vector $b^\gamma$.
- $f^w_{\pi,q}$, a 0-1 variable, such that its value 1 means that passenger group $w$ is lost to the current network in operational scenario $\pi$ and otherwise, 0, for $w \in W, \pi \in \Pi^q, n \in N$. Note: Variable $f^w_{\pi,q}$ belongs to operational variables vector $y^\pi$.
- $P^\pi$, set of profiles that are associated with operational scenario set $\Pi^q$, for $n \in N, e \in E^Op$, instead of been associated with strategic scenario group $\Omega^s$ as it is presented in Section 4.1.

For each profile $p \in P^\pi$, the following parameters are required:

- $\gamma^\pi$, passenger demand lost threshold to consider in any operational scenario $\pi$, for $\pi \in \Pi^q$.
- $\bar{y}$, upper bound of the demand lost excess over threshold $\gamma^\pi$ in any operational node $\pi$, for $\pi \in \Pi^q$.
- $\bar{y}$, upper bound of the expected demand lost excess over threshold $\gamma^\pi$ in set $\Pi^q$.

The variable for pair $(\pi, p)$, where $\pi$ is an operational node and $p$ is the index of a profile in strategic node $n$, for $\pi \in \Pi^q, \pi \in \Pi^q, n \in N^q$, is as follows for stage $e$, for $e \in E^Op$: $s^{\pi,p}$, continuous variable that takes the passenger demand lost over threshold $\gamma^\pi$ in operational scenario $\pi$, for $\pi \in \Pi^q$.

The risk reduction ECSD constraint system related to the (operational) passenger demand lost can be expressed as:

$$
\sum_{\pi \in \Omega_c} \sum_{q \in A^q} \frac{1}{(1+k)^{\pi,q}} \left| T_{\pi,q} \right| \sum_{\pi \in \Pi} \nu_{\pi,q} y_{\pi,q} - s^{\pi,p} \leq \bar{y} \text{ and } 0 \leq s^{\pi,p} \leq \bar{y} \text{ for all } \pi \in \Pi^q, p \in P^\pi, n \in N^q, e \in E^Op,
$$

(5)

So, the ECSD model that is proposed in this work can be expressed as the expected cost (1) to minimize, subject to the strategic node-based constraint system (2), the one for linking strategic and operational variables and the operational node-based constraint system, plus the cross strategic scenario group and operational set based constraint systems (3) and (5), respectively.

### 5 SOLUTION APPROACH

Given the problem’s complexity and the huge model’s dimensions (due to the RTND static model as well as the potentially high number of scenario nodes in the multistage setting), it is unrealistic to seek for an optimal solution, even by considering decomposition approaches for problem solving. So, a decomposition approach is required for obtaining a (hopefully, good) feasible solution where its optimality gap is guaranteed.

A version of the matheuristic FLAggA (that stands for Fix-and-Lazy Aggregated / de-aggregated Algorithm) [14] is presented in the full paper to deal with the risk averse measures represented in the constraint systems (3), (4) and (5).

### 6 COMPUTATIONAL EXPERIMENT

This section introduces the computational experiment, whose results are not detailed due to space limitations. It is based on the RTN so-called R1, see [29], which has also been used in [10, 11, 17, 25], among others. It features 9 nodes, 15 edges and 72 passenger groups. All previous efforts for problem solving have been devoted either to the deterministic or the RN version of the network.

A broad computational study is performed to compare the performance of FLAggA and the plain use of a state-of-the-art solver on one hand. And on the other one, a computational analysis is carried out by comparing the RN version of the model with the proposed risk averse measures.

Two different scenario trees are considered in the experiment, namely a proof-of-concept tree and a tree with more realistic dimensions. The first tree features 3 stages, 7 strategic nodes, 56 operational scenarios and 4 strategic scenarios. The second tree features 4 stages, 40 strategic nodes, 320 operational scenarios and 27 strategic scenarios.

The RN solution provides a high variability in many issues, as for example in the lost passenger demand. For the 40-node scenario tree case, for illustrative purposes, the differences between the strategic scenarios is shown in Figure 2. The upper
Figure 2: Scenario demand and lost demand

curve in the figure depicts the passenger demand for each of the strategic scenarios, while the middle and lower curves depict the expected lost of passenger demand for two latency strategies as provided by the incumbent solution obtained by the matheuristic algorithm FLAgra.

Table 1 shows some statistics for the demand and lost demand in the scenarios. The headings are related to the largest, smallest, average and its standard deviation. The purpose of the proposed risk averse functionals is to reduce this level of lost demand with the same allowed budget for infrastructure investment.

Table 1: Passenger demand statistics for the 27 strategic scenarios

<table>
<thead>
<tr>
<th>Demand</th>
<th>largest</th>
<th>smallest</th>
<th>aver</th>
<th>dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario-based</td>
<td>5828.52</td>
<td>3025.38</td>
<td>4229.25</td>
<td>577.64</td>
</tr>
<tr>
<td>Lost for ℓ = 1</td>
<td>3858.39</td>
<td>2391.86</td>
<td>3160.52</td>
<td>325.99</td>
</tr>
<tr>
<td>Lost for ℓ = 0</td>
<td>2560.68</td>
<td>1823.13</td>
<td>3221.41</td>
<td>179.47</td>
</tr>
</tbody>
</table>
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ABSTRACT
Given a graph $G = (V, E)$, integer bounds $l, u : 0 \leq l \leq u$ and positive integer weights assigned to the vertices $V$ of $G$, the Minimum Cardinality Balanced and Connected Clustering Problem (MCBCCP) consists of finding a minimum cardinality partitioning of the vertices of $G$ so that (a) each set in the partition induces a connected subgraph of $G$ and (b) the sum of the weights of the vertices in each set belongs to the interval $[l, u]$. In this paper, we present an integer programming formulation, valid inequalities and a Branch-and-cut algorithm for MCBCCP. Our computational experiments suggest that the inequalities investigated here help the overall performance of the algorithm. In addition to the one tested here, we discuss other formulations, following different modeling arguments. Some of them are based on MCBCCP’s connections to other combinatorial optimization problems found in the literature.
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1 INTRODUCTION
A $K$ partition of the vertex set of an undirected graph $G = (V, E)$ ($n = |V|, m = |E|$) is a collection $\{V_1, \ldots, V_K\}$ of $K$ non-empty pairwise disjoint subsets of $V$ such that $\bigcup_{j=1}^{K} V_j = V$. The vertices in the same partition define a cluster. Assume that positive integer weights $\{w_i : i \in V\}$ are assigned to the vertices of $G$ and that integer bounds $l, u : 0 \leq l \leq u$ are given. Given $S \subseteq V$, define $w(S) = \sum_{i \in S} w_i$. If the conditions

$$l \leq w(V_j) \leq u, \quad j = 1, \ldots, K,$$

are satisfied, the clusters are balanced. Define $E(S) = \{(i, j) \in E : i, j \in S\}$ as the edges with both endpoints in $S$ and denote by $C$ the collection of all connected subgraphs of $G$, including those with just a single vertex and no edge incident to it. If $\{(V_j, E(V_j)) \in C : j = 1, \ldots, K\}$, the clustering is connected. If $l \leq w(V_j) \leq u$ and $(S, E(V_j)) \in C$ for every $j = 1, \ldots, K$ the clustering is balanced and connected. Accordingly, each cluster $V_j$ is balanced and connected.

The Minimum Cardinality Balanced and Connected Clustering Problem (MCBCCP) consists of finding a balanced and connected clustering of $G$ of minimum cardinality. MCBCCP is an NP-Hard optimization problem, even for series parallel graphs, but is solvable in linear time in case $G$ is a path [13].

Our goal is to solve MCBCCP when $G$ does not belong to a particular graph class. To that aim, we introduce an integer programming formulation, valid inequalities and an exact solution approach, of the Branch-and-cut type [21]. These topics are addressed in Sections 2 and 3. Our preliminary computational experiments reported in Section 4 suggest that the valid inequalities discussed here were of help to enhance the overall performance of the Branch-and-cut algorithm. In addition to that, we describe, at the last section of this paper, several other modeling strategies that may lead to effective MCBCCP exact algorithms. We also highlight connections between MCBCCP and some network design problems, that may be explored from a modeling and algorithmic perspective.

In the remaining of this section, we review some clustering problems, concentrating mostly on those that closely relate to MCBCCP, and thus, require clusters to be either balanced or to satisfy some kind of connectivity constraint.

Graph clustering is a central problem in Operations Research, Computer Science and Artificial Intelligence. They arise in applications as diverse as circuit board and micro-chip design, parallel computation, sparse matrix factorization and data mining [12]. Depending on the objective function and on the similarity criteria used to group vertices, different clustering problems arise. Not surprisingly, the literature on the topic is vast; a review of several clustering problems can be found, for instance, in [25].

Ito et al. [13] discussed three problems related to optimal choosing connected and balanced clusters. One of them consists of deciding whether or not $G$ has a balanced and connected clustering of fixed size $p$. The other two are MCBCCP and the problem that maximizes the number of clusters. All of them arise in practical applications such as political districting, paging systems of operation systems and image processing. Ito et al. [13] was concerned with MCBCCPs defined on trees. To that particular input graph class, the authors presented the first polynomial time algorithm.

A common sense in graph clustering is that similar vertices should be grouped together, while dissimilar ones should be separated. Quite often, the similarity of a pair of vertices $i, j$ is measured by a weight $c_{ij}$. Therefore, an objective function that arises frequently in practice, specially for cardinality constrained clustering problems, is the minimization of the sum of the weights of the edges connecting vertices in different clusters [1, 8, 11, 12, 15, 23, 24, 27]. Since $\sum_{\{(i, j) \in E\}} c_{ij}$ is a constant, an equivalent problem consists of maximizing the sum of the weights of the edges connecting vertices in the same clusters. In general, graph clustering is NP-Hard [9].

The problem of finding optimal balanced clusterings of fixed cardinality has received substantial attention in the literature. Jonsson et al. [14] investigated one such problem. In addition to integer bounds $l, u$ and weights $\{w_i : i \in V\}$, costs $\{c_{ij} : (i, j) \in E\}$ are also assigned to the edges of $E$. The problem thus consists of finding a $K$ balanced clustering of $G$ that minimizes the function

$$\sum_{j=1}^{K} \sum_{(i, j) \in E(V_j)} c_{ij}.$$
Clustering under some sort of connectivity requirements has also been a topic of interest [3, 5, 7, 17]. In Lari et al. [17], the number of clusters \( K \) is defined beforehand. There is a subset \( S (K = |S|) \) of \( V \) that plays the role of clusters heads. The remaining vertices, those in the set \( U = V \setminus S \), are denoted unit vertices. The problem asks for a \( K \)-centered connected partition of \( G \): a partition of the vertices of \( G \) into \( K \) connected subgraphs \((V_j, E(V_j)) : j = 1, \ldots , K\), such that \(|V_j \cap S| = 1\) for each \( j = 1, \ldots , K \). One cluster head must be assigned to each cluster and unit vertices must be assigned to one vertex in \( S \), the head of one cluster. The cost of assigning a unit vertex \( u \in U \) to a cluster head \( i \in S \) is denoted \( c_{ui} \). The cost of a component (or cluster) \( V_j \) is \( \sum_{i \in S \cap V_j} \sum_{u \in V_j \cap U} c_{ui} \). Additionally, weights \( \{w_u : u \in V\} \) are assigned to each vertex of \( G \). Lari et al. [17] investigated the problem of finding \( K \) centered connected partitions of \( G \) for different min-max objective functions involving either the assignment costs or the vertices’ weights. The complexity class of each of these variants was also investigated.

Brucker [3] investigated the problem of clustering the vertices of \( V \) in \( K \) or fewer sets such that each vertex set induces a subgraph with diameter at most \( p \); the diameter being the longest minimum shortest path between two vertices in the subgraph. The problem was proven to be NP-Complete and remains so even if \( K = 3 \) and all edges’ lengths are taken from the set \{0, 1\}. Deogun et al. [6] investigated the same \( K \) clustering problem under binary edge costs. They introduced approximation results and algorithms, specialized for certain classes of input graphs.

Edachery et al. [7] introduced the Partition into Distance \( p \)-cliques Problem, another optimization problem whose decision version was proven to be NP-Complete. A vertex set \( S \subseteq V \) is a distance \( p \)-clique if, for any pair of vertices \( i, j \in S \), there is a path in the graph \( (S, E(S)) \) that involves at most \( p \) edges (or hops). The Partition into Distance \( p \)-cliques Problem thus consists of partitioning the vertex set of \( V \) in to the least number of distance \( p \)-cliques. For solving the problem, Edachery et al. [7] introduced heuristics and addressed their performance on various large scale graphs found in the telecommunication industry.

Nossack and Pesch [20] investigated the acyclic clustering problem, a problem defined in terms of a vertex and arc weighted directed graph \( D = (V, A) \). A feasible solution to the problem is a \( K \) balanced clustering, with one additional property: the graph obtained by shrinking each cluster into a single vertex and by merging arcs that start and end at the same pair of inbound and outbound clusters must be a directed acyclic graph. The objective function consists of maximizing the sum of the weights of the arcs with both endpoints in the same cluster.

Finally, Aragão and Uchoa [5] investigated the \( \gamma \)-Connected Assignment Problem (\( \gamma \)-CAP). Given \( G = (V,E) \), a set of colors \( K = \{1, \ldots , K\} \), a vector \( \gamma = (\gamma_1, \ldots , \gamma_K) \) of positive integers and costs \( c_{iq} : i \in V,q \in K \), the \( \gamma \)-Connected Assignment Problem consists of finding a minimum cost assignment of colors to the vertices in such a way that no set of vertices assigned to the same color \( q \) induces a subgraph of \( G \) with more than \( \gamma_q \) connected components. Applications of the \( \gamma \)-CAP can be seen as variants of the Contiguity Constrained Clustering Problem [18, 19].

## 2 MCBCCP FORMULATION

Among other decision variables to be defined shortly, the model uses an integer variable \( K \) to denote the cardinality of the clustering we are looking for. Assuming that \( l > 0 \) holds, feasible values for \( K \) must satisfy \( \left\lfloor \frac{n}{\min(\sigma, K_0)} \right\rfloor \leq K \leq \left\lceil \frac{n}{\min(\sigma, K_0)} \right\rceil \). Let \( \overline{K} \) denote an upper bound on the maximum number of balanced clusters of \( G \). If \( l > 0 \), \( \overline{K} \) can be taken as the upper bound in the previous expression. If \( l = 0 \), \( \overline{K} = n \).

The idea behind the formulation is to find a spanning forest of \( G \) with precisely \( n - K \) edges, such that the vertices in each of its \( K \) trees define balanced clusters. Define \( K_i = \min(l, \overline{K}) \). For a given \( i \in V \), the set \( \{1, \ldots , K_i\} \) gives the indexes of connected components where \( i \) can be placed in. In addition to \( K \), the formulation uses the following decision variables:

- \( x = \{x_{ij} \in \mathbb{B} : \{i, j\} \in E\} \). Variable \( x_{ij} \) assumes value 1 if edge \( \{i, j\} \) belongs to the forest and 0 if otherwise applies. For any subset \( E' \subseteq E \), define \( x(E') = \sum_{\{i, j\} \in E'} x_{ij} \).
- \( y_i^k \in \mathbb{B} : i \in V, k = 1, \ldots , K_i \). Variable \( y_i^k \) assumes value 1 if vertex \( i \) belongs to the \( k \)-th connected component of the forest.
- \( z^k \in \mathbb{B} : k = 1, \ldots , \overline{K} \). Variable \( z^k \) assumes value 1 if and only if the forest has \( k \) or more connected components.

The formulation is:

\[
\min \left\{ \sum_{i,j \in E} (x_{ij} + z_i^k + y_i^k) : \sum_{i = 1}^{K_i} y_i^k = 1, z_i^k \leq 2, y_i^k \geq \left\lfloor \frac{n}{\min(\sigma, K_0)} \right\rfloor \right\}
\]

\[
\sum_{k = 1}^{K_i} \sum_{j = 1}^{K_j} x_{ij} \geq -M_{ij}(1 - x_{ij}) \quad \{i, j\} \in E
\]

\[
\sum_{k = 1}^{K_i} \sum_{j = 1}^{K_j} x_{ij} \leq M_{ij}(1 - x_{ij}) \quad \{i, j\} \in E
\]

\[
\sum_{k = 1}^{K} z_k = \overline{K}
\]

\[
z_k \leq z_k^{k-1} \quad k = 2, \ldots , \overline{K}
\]

\[
y_i^k \leq z^k \quad k = 1, \ldots , K_i
\]

\[
y_i^k \geq 0 \quad i \in V, k = 1, \ldots , K_i
\]

Aiming to cope with formulation symmetries, variables \( y_i^k \) for \( k > K_i \) are not used; only \( y_i^k \) for \( k = 1, \ldots , K_i \) are in place.

Constraints (3)-(5) model the spanning forest with \( n - K \) edges of \( G \). Subtour elimination constraints (SECs) (4) avoid that \( K \) is
decreased to an infeasible value, by selecting edges in excess of what an acyclic subgraph \((S,E(S))\) of \(G\) allows.

Constraints (6) enforce that each vertex must be assigned to one connected component of \(G\). These constraints make a clear distinction of the indexes of components that can be assigned to the vertices. More precisely, they state that vertex \(i = 1\) can only belong to the first connected component \((K_1 = \{1\})\). Likewise, vertex \(i = 2\) either belongs to the first connected component or to the second, and so on. Constraints (8)-(9) enforce that the sum of weights of each connected component lies in the desired interval \([l,u]\). Constraints (7) impose that each cluster must include at least one vertex of \(V\).

Note that inequalities (10) are a lifting of the logical constraints

\[
x_{ij} + y^{K_1}_{k_1} + y^{K_2}_{k_2} \leq 2, k_1 \in K_1, k_2 \in K_2, k_1 \neq k_2, \{i,j\} \in E. \tag{17}
\]

The latter, as well as its stronger version (10), enforces that edge \(\{i,j\}\) cannot belong to the forest if its endpoints are assigned to two different connected components. Disjunctive constraints (11) and (12) serve the same purpose, but use different modeling arguments; they enforce that an edge \(\{i,j\}\) can only be included in the forest if its endpoints are assigned to the same connected component index. For these constraints, big-M parameter \(M_{ij}\) represents the maximum difference between the indexes of the clusters where vertices \(i\) and \(j\) are placed in and is given by

\[
M_{ij} = \min(\max(i,j), K) - 1.
\]

Note that if \(x_{ij} = 0\), constraints (11) and (12) are trivially satisfied. However, if \(x_{ij} = 1\), \(\sum_{k=1}^{K_1} y^{K_1}_{k} = \sum_{k=1}^{K_2} y^{K_2}_{k}\) must hold. Because of the discreteness of \(y\) and due to (6), \(y^{K_1}_{k} = y^{K_2}_{k}\) must hold, for a given \(k = 1, \ldots, \min\{K_1, K_2\}\). Although we do not have numerical or theoretical evidence showing that constraints (11) and (12) improve the linear programming bounds, provided that (10) are in place, they were kept in the model. We decided to do so, since we empirically found that their inclusion helped the overall performance of the Branch-and-cut algorithm.

Constraints (13) state that the number of clusters is precisely the number of variables \(z^k\) activated. Constraints (15) impose that a vertex \(i\) cannot belong to a cluster \(k\) unless the forest has at least \(k\) components.

### Additional valid inequalities

In the remaining of the text, assume that \(U(S)\) denotes the minimum number of bins of size \(u\) required to fit the vertices in \(S \subseteq V\). Accordingly, let \(U(S)\) denote any valid lower bound on \(U(S)\). A widely known lower bound on \(U(S)\) is \(\lceil w(S) / u \rceil\).

Subtour elimination constraints (4) can be lifted to the capacity constraints (CC)

\[
x(E(S)) \leq |S| - U(S), \quad \forall S : S \subseteq V, |S| \geq 2. \tag{18}
\]

To the best of our knowledge, capacity constraints (18) were introduced for the Capacitated Vehicle Routing Problem in [16]. In that context, weights \(w_i : i \in V\) represent demands that must be collected by a vehicle of capacity \(u\) and \(U(S)\) denotes the minimum number of vehicles of capacity \(u\) needed to collect the total demand \(w(S)\) associated to \(S\). Here, these inequalities avoid that clusters with weights exceeding \(u\) induce trees of the forest. Although such conditions are already granted by constraints (8), the inclusion of CCs (18) improves linear programming relaxation bounds. From now on, assume that \(P^{++}\) denotes the intersection of polytope \(P\) with capacity constraints (18).

The formulation can also be strengthened by the capacity cutset constraints (CC)

\[
x(\delta(S)) \geq 1 \tag{19}
\]

defined by sets \(S \neq \emptyset, S \subseteq V\), satisfying the following conditions:

1. \((S,E(S)) \in C;\)
2. \((w(S) < l).\)

In inequalities (19), \(\delta(S) = \{\{i,j\} : i \in S, j \notin S\}\) stands for the subset of edges with exactly one endpoint in \(S \subseteq V\). Validity of inequalities (19) for MCBCCP comes from the following observations. Let \(V_i \subseteq V\) be a balanced and connected cluster such that \(S \cap V_i \neq \emptyset\). Since \(w(S) < l\), it is clear that \(V_i \setminus S \neq \emptyset\) since otherwise \(w(V_i) < l\) would hold. Since \((V_i, E(V_i))\) is connected, at least one edge connecting \(S\) to \(V_i \setminus S\) must be chosen.

CCCs are also valid for subsets \(S : w(S) < l\) whose subgraphs \((S,E(S))\) are not connected. However, for this case, the right hand side can be lifted to the number of connected components of \((S,E(S))\) and the inequality can be seen as a (weaker) surrogate version of those defined by the connected subsets contained in \(S\). For the remaining of the text, assume that \(P^{++}\) denotes the intersection of \(P^{++}\) with CCCs (19).

### 3 Branch-and-Cut Algorithm

In this section, we describe the main features of the MCBCCP Branch-and-cut algorithm \(BC^{++}\) based on formulation \(P^{++}\). The algorithm dynamically separates two classes of MCBCCP valid inequalities, CCs (18) and CCCs (19). \(BC^{++}\) first solves the Linear Program (LP)

\[
\min \left\{ K : (K,x,y,z) \in \hat{P} \right\}, \tag{20}
\]

where \(\hat{P}\) is the polytope given by the intersection of constraints (3), SECs (4) defined by sets \(S = \{i,j\} \in E, (5)-(16)\) and

\[
x(\delta(S)) \geq 1, \quad S \subseteq S, \tag{21}
\]

where \(S = \{S \subseteq V : w(S) < l, 1 \leq |S| \leq \max, (S,E(S)) \in C\}\). We found advantageous to include all CCCs defined for sets \(S : |S| \leq \max\) in the very first linear programming relaxation (in our implementation, \(\max = 4\)). CCCs defined by sets with more than \(\max\) vertices are identified on-the-fly, as described in the sequence.

Assume that the LP (20) is feasible and denote by \((\hat{K}, \hat{x}, \hat{y}, \hat{z})\) an optimal solution to it. \(BC^{++}\) then attempts to strengthen the relaxation \(\hat{P}\) by appending to it some CCCs and CCs, violated by \(\hat{y}\). The separation procedures for these two sets of valid inequalities makes use of a separation engine designed for the SEC (4) separation problem, outlined in [2]. The engine comprises heuristics and exact algorithms for the identification of violated SECs. The idea is to use these SEC separation procedures to provide candidate sets of vertices for which the violation of CCCs and CCs can be checked.

More precisely, the SEC separation engine involves a Kruskal like heuristic and the exact SEC separation algorithm introduced in [22]. The heuristic first sorts the edges in \(\hat{E} = \{(i,j) \in E : \hat{x}_{ij} > 0\}\), in a non increasing order of their linear programming relaxation values \(\{\hat{x}_{ij} : \{i,j\} \in \hat{E}\}\). In turn, edges in the list are used to find a maximum cardinality spanning forest of \(G\), in a Kruskal like fashion. Assuming that \(e = \{i,j\}\) is the edge to be processed, the heuristic merges the connected components where \(i\) and \(j\) are placed into a single subset \(S\) of vertices. The lower bound \(U(S) = \lceil w(S) / u \rceil\) is computed and the corresponding CC (18) is checked for violation. The same set \(S\) is checked for the
identification of a violated CCC (19): whenever \( w(S) < l \), we check if \( \hat{x}(\delta(S)) < 1 \) applies.

Violated CCs and CCCs are stored in two separate lists. At the end of the application of the heuristic, the most violated inequality in each list reinforces the relaxation \( \hat{P} \). Remaining inequalities in the list are only included in \( \hat{P} \) if they are sufficiently orthogonal to the most violated inequality of its class, found at that separation round. To be more specific, assume that \( a_1^T x \geq b_1 \) and \( a_2^T x \geq b_2 \) are two violated valid inequalities of the same class, CC or CCC, stored in the list, at that separation round. Assume as well that the first is the most violated inequality of that class. Inequality \( a_1^T x \geq b_1 \) is only added to \( \hat{P} \) if

\[
\frac{|a_1^T x|}{|a_1^T|} \leq \epsilon,
\]

where \( \epsilon \in [0, 1) \) is an implementation parameter that controls the desired level of orthogonality (in our implementation, \( \epsilon = 0.5 \)). Inequalities that do not satisfy the orthogonality criteria are discarded.

The exact SEC separation algorithm in [22] is called next, only if no violated inequalities were found by the SEC separation heuristic. Without giving much of the details of that procedure, it suffices to mention that the algorithm solves a series of \( n - 2 \) max-flow (min-cut) problems in a conveniently defined directed network, obtained from \( x \) and \( \hat{E} \), in order to find violated SECs. The optimal set of vertices in each of these min-cut problems is checked for the violation of CCs and CCCs. Again, the same orthogonality criteria is applied in order to decide which inequalities stored in the lists are discarded or used to reinforce the relaxation \( \hat{P} \).

The process outlined above is carried out for each BC\( ^{++} \) node, until no violated inequalities are found by the separation engine. If the solution to that linear programming relaxation is integer feasible, the optimal solution to the node under investigation was found, and the node is pruned by optimality. Being fractional, BC\( ^{++} \) branches on variables, giving preference to branch first on variables \( x \).

BC\( ^{++} \) makes use of the XPRESS mixed integer optimization package (release 27.01.02) in charge of managing the search tree. All pre-processing and cutting plane generation procedures embedded in the solver are turned off. No multi-threading is allowed. Since we have still not implemented MCBCCP primal heuristics to speed up the search, preference is given to find feasible solutions as early as possible. Thus, BC\( ^{++} \) implements a depth-first search and the solver’s linear programming heuristics are turned on.

4 COMPUTATIONAL EXPERIMENTS

Our computational experiments were conducted with two sets of test instances: cb and g. The first one, cb, comprises benchmark instances for the min-cut problem addressed by Johnson et al. [14]. They represent real compiler construction problems, where each vertex in the (typically very sparse) input graph represent modules of code that need to be combined to form clusters. In total, five graphs representing the compiler construction problem were used. Each of these instances is indicated by \( \text{cb_id} \), where \( \text{id} \) represents one of the five graphs. In that application, edges’ weights represent the communication cost between modules of code. In the MCBCCP case, these weights are not applicable, being simply ignored. In the application described in [14], clusters are restricted in their total memory storage. We used the same values of \( u \in [450, 512] \) considered in [14]. Since in that reference \( l \) was assumed to be zero, we used \( l = [10\% u] \) and \( l = [20\% u] \).

The second set of instances considered here, g, represent grid graphs. These instances were generated here, in an attempt to address another application of MCBCCP, that of clustering geographical contiguous areas into political districts. Each grid has \( s \in [8, 12] \) rows and columns. For each value of \( s \), five instances were generated. Each instance is identified by the word \( g_{s_id} \), where \( id \in \{1, \ldots, 5\} \) is an integer representing a particular instance of size \( s \). One vertex, placed at the center of each of these \( s^2 \) grid cells, represents the cell. The set \( E \) includes one edge \( [i,j] \) for each pair of neighboring cells \( i \) and \( j \). Integer weights \( \{w_i: i \in V\} \) were randomly chosen in the interval \([10, 100]\), with uniform probability. Depending on the values of \( s \), different values of \( u \) were chosen: for \( s = 8, u = 350 \) and for \( s = 12, u = 650 \). These values of \( u \) account for about 10% of \( w(V) \). The values of \( l \) were chosen as before: \( l = [10\% u] \) and \( l = [20\% u] \). Considering the different values of \( u \) and \( l \) involved in our experiments, 40 MCBCCP instances were tested. Data for the instances used in our tests are given in Table 1. That table provides, for each instance, the corresponding values of \( n, m \), the minimum and the maximum values of \( w(V) \). The algorithms outlined in this paper were implemented in C and compiled with gcc with optimization flags –O3 turned on, under Linux OS. Experiments were conducted with a Intel i7-5820K processor, running at 3.3GHz, with 32Gbytes of RAM memory.

In Table 2, we present computational results of two Branch-and-cut implementations: BC\( ^{++} \) and BC\( ^{+} \). The first one is based on formulation \( P^{++} \) and, thus, makes use of CCCs (19). The other one does not, being based on the (weaker) model \( P^{+} \). Therefore, BC\(^{+}\) neither includes inequalities (21) in its first linear programming relaxation nor calls the procedures for the identification of violated constraints (19), within the separation engine we described earlier. Apart from that, the two algorithms share every other implementation strategy.

The first two columns of the table provide the instance and the value of \( u \) under consideration. The table is divided in two sets of rows; the upper part of the table is dedicated to the \( l = [10\% u] \) instances, while the bottom reports results for \( l = [20\% u] \). For each BC implementation, the table presents: the root node lower bound (LB), the best lower (BLB) and upper bound (UBB) found at the end of the search or when the time limit of 1800 seconds was

<table>
<thead>
<tr>
<th>Inst.</th>
<th>( n )</th>
<th>( m )</th>
<th>( \min w_i )</th>
<th>( \max w_i )</th>
<th>( w(V) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>cb_1</td>
<td>30</td>
<td>47</td>
<td>19</td>
<td>298</td>
<td>2497</td>
</tr>
<tr>
<td>cb_2</td>
<td>45</td>
<td>98</td>
<td>14</td>
<td>298</td>
<td>3325</td>
</tr>
<tr>
<td>cb_3</td>
<td>47</td>
<td>99</td>
<td>14</td>
<td>298</td>
<td>3425</td>
</tr>
<tr>
<td>cb_4</td>
<td>47</td>
<td>101</td>
<td>14</td>
<td>278</td>
<td>3890</td>
</tr>
<tr>
<td>cb_5</td>
<td>61</td>
<td>187</td>
<td>15</td>
<td>165</td>
<td>3704</td>
</tr>
<tr>
<td>g8_1</td>
<td>64</td>
<td>112</td>
<td>11</td>
<td>99</td>
<td>3472</td>
</tr>
<tr>
<td>g8_2</td>
<td>64</td>
<td>112</td>
<td>13</td>
<td>100</td>
<td>3732</td>
</tr>
<tr>
<td>g8_3</td>
<td>64</td>
<td>112</td>
<td>10</td>
<td>100</td>
<td>3272</td>
</tr>
<tr>
<td>g8_4</td>
<td>64</td>
<td>112</td>
<td>10</td>
<td>100</td>
<td>3411</td>
</tr>
<tr>
<td>g8_5</td>
<td>64</td>
<td>112</td>
<td>10</td>
<td>100</td>
<td>3757</td>
</tr>
<tr>
<td>g12_1</td>
<td>144</td>
<td>264</td>
<td>10</td>
<td>100</td>
<td>8000</td>
</tr>
<tr>
<td>g12_2</td>
<td>144</td>
<td>264</td>
<td>10</td>
<td>99</td>
<td>7999</td>
</tr>
<tr>
<td>g12_3</td>
<td>144</td>
<td>264</td>
<td>11</td>
<td>100</td>
<td>8013</td>
</tr>
<tr>
<td>g12_4</td>
<td>144</td>
<td>264</td>
<td>10</td>
<td>100</td>
<td>8153</td>
</tr>
<tr>
<td>g12_5</td>
<td>144</td>
<td>264</td>
<td>10</td>
<td>100</td>
<td>7997</td>
</tr>
</tbody>
</table>
hit, the CPU times (in seconds) needed to obtain these bounds, \( t(s) \), and finally the number of nodes explored by the search trees. An indication \(-\) is provided in the CPU time columns, whenever the time limit was hit and the corresponding BC implementation either did not prove the instance infeasibility or did not solve it to proven optimality. Whenever an algorithm did not find a feasible solution within the time limit, \( \infty \) is reported in the corresponding BUB column entry.

The values of \( I \) and \( u \) involved in our testings led to 39 feasible instances out of the 40 available. BC\( ^{++} \) managed to prove the infeasibility of that instance quite fast, right at the root node, in contrast to BC\( ^{+} \), that spent the entire time limit without concluding so. Considering the 39 feasible instances of our study, better results were also obtained by BC\( ^{++} \). While it managed to solve 24 out of the 39 feasible instances to proven optimality within the 1800 seconds time limit, BC\( ^{+} \) solved only 12. Considering the 11 instances solved to optimality by both methods, computational results also lean in favor of BC\( ^{++} \). It was faster than BC\( ^{+} \) in 7 out of these 11 cases. BC\( ^{++} \) was also capable of delivering higher quality integer feasible solutions, if our attention now moves to the 14 instances left unsolved by both methods. In all these cases, BC\( ^{++} \) found sharper upper bounds than BC\( ^{+} \). The latter did not find a feasible solution within the time limit for 14 out of the 39 feasible instances of our test set.

It is worthwhile mentioning that the inclusion of inequalities (19) resulted in small (if any) increases in the root node linear programming bounds, for the lowest values of \( I \). That comes as a result of two aspects. The first is the nature of the objective function, that involves the minimization of \( K \), while every variable has the same null cost. The second is the heuristic nature of our separation engine for the separation problem associated to CCs (18) and to CCCs (19). As a consequence of that, there is no guarantee that the cutting plane algorithm of BC\( ^{++} \) delivers a stronger bound even if, for a particular instance, the optimal solution \( x^{++} \) to the linear programming relaxation defined by \( P^{++} \) does not belong to \( P^{+} \). That explains why, for two cases, BC\( ^{+} \) delivered root node lower bounds slightly stronger than those provided by BC\( ^{++} \). Nevertheless, the inclusion of (19) as well as the lifting (17) of (10) had a positive impact on the performance of the full search tree. In general, fewer nodes are investigated in less CPU time.

### 5 CONCLUSIONS AND FUTURE WORK

In this paper, we investigated the Minimum Cardinality Balanced and Connected Clustering Problem (MCBCCP). We introduced an integer programming formulation along with valid inequalities for the problem. Additionally, we implemented and tested a Branch-and-cut algorithm based on that model.

Our preliminary numerical experiments indicated that the valid inequalities introduced here, the lifting (10) of the logical constraints (17) and the capacity cutset constraints (19), had a positive impact on the computational results. In particular, the Branch-and-cut algorithm that separates capacitated cutset inequalities (19) obtained more optimality certificates than its version that does not. It also found higher quality solutions for those instances left unsolved when the time limit is hit.

The capacity cutset constraints (19) introduced here, alongside capacity constraints (18), allows the problem to be formulated without the need of variables \( y, z \). To be more specific, denote by \( P_x \subset R^{m+1} \) the intersection of (3) and (5) alongside the capacity constraints (18) and cutset constraints (19). MCBCCP can be formulated as \( \min \{ K : (K, x) \in P_x \cap (R \times B^m) \} \).

A drawback of the formulation introduced here is its symmetry. To alleviate that, we restricted the indexes of the clusters that can be assigned to the vertices of \( G \). The lifting (10) of (17) also helps in that matter. From an algorithmic perspective, we enforced that the Branch-and-cut algorithm first branches on \( x \) variables.

A promising alternative to deal with symmetry is to use the concept of representatives [4] to formulate the problem. For the MCBCCP case, such a formulation involves binary decision variables \( v = \{ v_{ij} \in B : i, j \in V \} \). Variable \( v_{ij} \) assumes value 1 if...
vertex $j$ is the representative (or cluster head) of the connected component where $i$ is placed. Following the strategy to reduce symmetry and the number of variables, these variables can be restricted to $\{v_{ij} : i,j \in V, j < i\}$, indicating that every vertex of a cluster is always the vertex with the least index among those in the same tree of the forest. This formulation does not involve decision variables $y$ and $z$ and the objective function, to be minimized, is $\sum_{i,j \in V} v_{ij}$. In addition to constraints $\{v_{ij} \leq v_{i'j}, i,j \in V, j < i\}$, the model includes constraints akin to the inequalities defining $P^+$, except to (14) to (7) that have no meaning in the new variable setting. Preprocessing these $v$ variables could be carried out as follows. Define $D = (V,A)$ as the directed graph obtained by duplicating the edges of $E$, into two arcs of opposite directions. Assume that the length of an arc $(i,j) \in A$ is $c_{ij} = w_j$. Whenever the length of the shortest path connecting $i$ and $j$ exceeds $u$, the representative of $i$ and $j$ cannot be the same, and assuming that $j < i$ applies, variable $v_{ij}$ would not be required.

We also plan to investigate set partitioning formulations for MCBCCP and Branch-and-cut-and-price algorithms based on them. One possible formulation along these lines is similar to the one introduced in [14] for a fixed cardinality clustering problem. In addition to edge variables $x$, it uses exponentially many binary decision variables associated to all balanced subsets of vertices of $V$. The master problem is defined by set partitioning constraints enforcing that every vertex must be included in one of such subsets of vertices, constraints (19) and (18), as well as another type of constraints that couple $x$ and the exponentially many variables of sets of vertices. Such coupling constraints express the following idea: an edge $(i,j)$ cannot be selected by the master program unless its endpoints $i$ and $j$ are included in the same balanced set. Because of that type of coupling constraints, the associated pricing problem consists of solving a Constrained Quadratic Binary Problem (QKP), a variation of the Maximum Weight Binary Knapsack Problem (QKP), where not only knapsack constraints $w(S) \leq b$ but also covering constraints $w(S) \geq b$ must be enforced. A nice feature of this problem is that, due to the sign of the dual variables in the master program, diagonal entries of the quadratic cost matrix should be negative while off-diagonal ones should be positive.

MCBCCP also has connections with network design problems found in the literature, for instance, the Capacitated Minimum Spanning Tree Problem (CMSTP) [10, 26]. Actually, we can reformulate MCBCCP as a variation of the CMSTP. To that aim, consider a directed graph $D = (V \cup \{r\}, A)$, where the arc set $A$ involves two arcs, in opposite directions, for every edge in $E$, as well as one arc pointing from the artificial root vertex $r$ to every vertex $i \in V$. Arcs connecting $r$ to $i \in V$ cost one while the remaining ones cost zero. The goal is to find a minimum cost spanning arborescence of $D$, rooted out of $r$, such that the sum of the weights of the vertices in every tree rooted in $r$ in $V$ satisfy (1). We plan to investigate models and algorithms for MCBCCPP based on such an idea, including those where the desired arborescence topology is enforced by network flow and set partitioning constraints.

So far, we have not investigated primal heuristics for the problem. One possible approach to fill that gap benefits from the Dynamic Programming algorithm in [13], capable of exactly solving MCBCCP in polynomial time, when $G$ is a spanning tree. The idea is to build a spanning tree of $G$, driven by the linear programming relaxations $\{x_{ij} : (i,j) \in E\}$ provided by our BC algorithms. In turn, that spanning tree is used as an input graph for the exact MCBCCP algorithm in [13].

These ideas, in full or in part, should complement the material presented in this paper and should be presented at the next International Network Optimization Conference.
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ABSTRACT
This paper introduces a branch-and-bound (B&B) algorithm for the maximum weight perfect matching problem with conflicting edge pairs which is an \textit{NP}-hard problem. The proposed B&B algorithm is based on the relaxation obtained by removing the cardinality restriction on the feasible matchings and uses a non-dichotomized branching rule considering exposed vertices in a relaxed optimum solution. We have performed extensive computational experiments on randomly generated test instances and compared the proposed B&B algorithm with two Binary Integer Linear Programming models solved with an off-the-shelf commercial solver. According to our experiments, we have observed that the proposed B&B algorithm yields promising performance.
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1 INTRODUCTION
The well-known \textit{Maximum Weight Perfect Matching Problem (MWPMP)} consists of finding a perfect matching with maximum total weight [9]. The MWPMP is known to be polynomially solvable and it has several applications in scheduling, facility location and workforce planning [1]. In this work, we address an extension of the MWPMP with additional conflicting edge pair constraints. The so-called conflict constraints are also referred to as the exclusionary side constraints or the disjunctive constraints. Hence, the extended problem is named as the \textit{Maximum Weight Perfect Matching Problem with Conflicting Edge Pairs (MWPMC)} which deals with determining a maximum weight perfect matching such that no two conflicting edges are in the solution at the same time, namely a maximum weight conflict free perfect matching. The MWPMC is known to be \textit{NP}-hard [7].

As a practical application of the MWPMC, we can mention the case arising in logistics, where toxic chemical substances and foods are prohibited to be stored in the neighbor locations. In a potential extension of the ordinary Symmetric Traveling Salesman Problem (STSP) there can be an incompatibility relation between the edges incident with vertices: some of them may not be selected if a particular edge is in the tour and a tour can consist of only compatible edges. This scenario is possible due to security reasons during the routing of an important person. Recall that a tour for a salesperson is a connected spanning subgraph in which all points have degree 2. If we drop the connectedness requirement, i.e. the subtour elimination constraints, the STSP turns into the determination of optimum 2-factors. The 2-factor problem is a natural extension of the perfect matching problem and in fact the determination of an optimal 2-factor reduces to the determination of an optimal perfect matching. In other words, the MWPMC can be viewed as a relaxation of the mentioned STSP extension.

In the literature, several combinatorial optimization problems with conflict constraints have been addressed. Among them we can mention, the minimum spanning tree problem with conflict constraints [6, 7, 16, 22, 24], the shortest path problem with conflict constraints [7], the transportation problem with exclusionary side constraints [10, 13, 23], the knapsack problem with conflict constraints [3, 4, 19], the bin packing problem with conflict constraints [5, 12, 21], the maximum flow problem under conflict and forcing constraints [20] and the minimum cost non-crossing flow problem on layered networks [2].

For all we know, the only work addressing the MWPMC is performed by Darmann et al. [7] where they provide complexity results of this problem and discuss its approximation hardness. As a special case, the MWPMC on bipartite graphs has been considered by Öncan et al. [16] and Öncan and Altınel [15]. In [16], the authors have introduced some complexity results as well as polynomially solvable cases. They have also proposed heuristics and lower bounding procedures. Recently, Öncan and Altınel [15] have developed two branch-and-bound (B&B) algorithms with dichotomized branching rules for the MWPMC in bipartite graphs.

The motivation of this work is to devise an exact solution approach, namely a specially tailored B&B algorithm, for the MWPMC in general graphs. Two Binary Integer Linear Programming (BILP) formulations are also proposed for the MWPMC. Computational experiments are performed on randomly generated test instances in order to compare the performance of the proposed B&B algorithm with the ones of the BILP formulations solved with CPLEX Mixed-Integer Linear Programming (MILP) solver. We have observed that the proposed B&B algorithm yields an outstanding performance for most of the cases.

In the next section, we introduce some definitions which are used throughout the paper and present two BILP formulations for the MWPMC. Then, in Section 3, we give the outline of the new B&B algorithm. Section 4 is where we report the experimental results. Finally, concluding remarks are discussed in Section 5.

2 TWO BINARY INTEGER LINEAR PROGRAMMING FORMULATIONS
Let $G = (V(G), E(G))$ be a graph, where $V(G)$ and $E(G)$ stand for the set of vertices and edges, respectively. We associate non-negative weights $w_e$ for all edges $e \in E(G)$ and let $\Delta_G(v)$ denote the subset of edges incident with vertex $v \in V(G)$. Then, the degree of vertex $v \in V(G)$ is defined as $d_G(v) = |\Delta_G(v)|$ where

\*Corresponding author

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the International Network Optimization Conference (INOC), June 12-14, 2019. Distribution of this paper is permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
\(|\cdot|\) stands for the cardinality of a set. Besides, the complement of \(G\) is defined as the graph \(\overline{G} = (V(\overline{G}), E(\overline{G}))\) where \(V(\overline{G}) = V(G)\) and \(E(\overline{G}) = \{\{u, v\} \notin E(G) : u, v \in V(G), u \neq v\}\).

A stable set (independent vertex set) of \(G\) is any subset \(S \subseteq V(G)\) such that no two vertices in \(S\) are adjacent. The Maximum Cardinality Stable Set Problem (MCSP) consists of finding a stable set with a maximum number of vertices. This number is so-called as the stability number of \(G\) which is designated as \(\alpha(G)\). When we associate weights to all vertices in \(V(G)\), for every subset \(S \subseteq V(G)\) the weight \(w(S)\) is computed as the sum of the weights of vertices in \(S\). The Maximum Weight Stable Set Problem (MWSP) tries to find a stable set \(S\) of \(G\) with maximum weight \(w(S)\) which is represented as \(\alpha_w(G)\). Both MCSP and MWSP are well-known \(\mathcal{NP}\)-complete combinatorial optimization problems [11].

A matching (independent edge set) \(M = (V(M), E(M))\) of \(G\) is defined as a subset of \(E(G)\) where no two edges share the same vertex. A perfect matching stands for a matching such that each vertex of \(V(G)\) is incident with exactly one of the edges in the matching. The weight of a matching, i.e. \(w(E(M))\), is calculated as the sum of the weights of vertices in the matching. Formally speaking, MWMP tries to find a perfect matching \(M\) of \(G\) with maximum \(w(E(M))\).

A clique \(K = (V(K), E(K))\) is a complete subgraph of \(G\). A clique is maximal if no other vertex \(v \in V(G)\) \(\setminus V(K)\) is adjacent to all vertices in \(V(K)\). Clearly, each clique in \(G\) corresponds to a stable set in \(\overline{G}\). Therefore, the MCSP and the MWSP defined on \(G\) are equivalent to the Maximum Clique Problem (MCP) and the Maximum Weight Clique Problem (MWCP) on \(\overline{G}\), respectively.

Now we are at the stage to present two BILP formulations for the MWPMC. Given a set of conflicting edges with each edge \(e \in E(G)\), the MWMP tries to find a perfect matching \(M\) such that no two conflicting edges \(e\) and \(f\) are allowed to be in \(E(M)\). The conflicting edge pairs can be represented with a conflict graph \(C = (V(C), E(C))\) where \(V(C) = E(G)\) and each conflicting edge pair corresponds to an edge in \(E(C)\). The set of conflicting edges with edge \(e \in E(G)\) is denoted as \(\delta_C(e)\) and the degree of vertex \(e\) in the conflict graph \(C\) is \(|\delta_C(e)| = d_C(e)\). In other words, the set of edges incident with vertex \(e\) is represented with \(\delta_C(e) \subseteq E(C)\) in the conflict graph. Note that, when \(f \in \delta_C(e)\) then \(e \in \delta_C(f)\) and for two edges \(e, f \in E(G)\) such that \(\{e, f\} \in E(C)\).

Let the binary decision variable \(x_e\) be equal to \(1\) if and only if edge \(e \in E(G)\) is in the perfect matching. Recall that \(w_e\) represents non-negative weight for edge \(e \in E(G)\). Then we can formulate the MWPMC as follows:

\[
\begin{align*}
\text{max } z &= \sum_{\{e\} \in E(G)} w_e x_e \\
\text{subject to } & \sum_{e \in \delta_C(v)} x_e = 1 \quad \text{for } v \in V(G) \\
x_e + x_f &\leq 1 \quad \text{for } e \in E(G); f \in \delta_C(e) \\
x_e &\in \{0, 1\} \quad \text{for } e \in E(G)
\end{align*}
\]  

The objective function (1) is to minimize the weight of the perfect matching, i.e. \(w(E(M))\). Constraints (2) enforce that every vertex is connected to exactly one of the edges in the solution. Constraints (3) obviate the conflicting edge pairs to be in the perfect matching. Constraints (4) are for the binary restrictions on the decision variables.

Notice that when we aggregate constraints (3) for all \(f \in \delta_C(e)\) we obtain the following equivalent inequalities:

\[
\sum_{f \in \delta_C(e)} x_f + d_C(e)x_e \leq d_C(e) \quad \text{for } e \in E(G)
\]  

We will call the formulation which consists of (1)-(4), as STRONG and the formulation including (1), (2), (4) and (5) as WEAK. Note that, when we define \(P_S\) and \(P_W\) as the polytopes corresponding to feasible solution sets of the Linear Programming (LP) relaxation of the STRONG and WEAK formulations respectively, then \(P_S \subseteq P_W\) holds.

### 3 A BRANCH-AND-BOUND ALGORITHM FOR THE MWPMC

The proposed B&B algorithm employs maximum weight matching with conflicting edge pair (MWMC) relaxation of the MWPMC, which is obtained when we replace the equality signs ‘=’ in constraints (2) with inequalities ‘≤’. Hence, at each node of the B&B tree, including the root node, we solve the MWMC relaxation of the MWPMC.

During the exploration of the B&B tree, the solution of the MWMC relaxation yields a conflict free matching which is not necessarily perfect, and hence there may exist a set of exposed vertices in the relaxed optimal solution. Hence, given an exposed vertex \(v \in V(G)\), subproblems of the B&B tree are generated by enforcing one by one the edges incident to \(v\) to be in the solution. Note that the B&B tree is not necessarily a binary tree.

All B&B nodes but the root node, are characterized by a set of edges. The ones which must be included in the solution and the edges that must be excluded from the solution. The edges in the former set are called as included edges and the edges in the latter one are named as excluded edges. The remaining edges of \(E(G)\) are the free edges. Broadly speaking, during the run of the algorithm, at each node of the B&B tree, we consider a set of free edges and enforce them to be included in the solution. Meanwhile, we prune a B&B node either by comparing its upper bound value with the best known lower bound value or by making sure that the current node cannot provide a feasible solution, i.e. a conflict free perfect matching. A formal outline of the proposed B&B algorithm is depicted with Algorithm 1.

Now we will discuss the details of the B&B algorithm. To this end, we will introduce some additional notation. Let \(t\) be the B&B node index and let \(I^t\) and \(X^t\) stand for the subsets of edges which must be included to and excluded from a conflict free perfect matching at node \(t\) of the B&B tree, respectively. Then the subproblem at node \(t\) is denoted by \(\text{MWPMC}^{C(t)}\) which is the MWPMC solved on the subgraph \(G^t = (V(G^t), E(G^t))\) of the original graph \(G\), with the vertex set \(V(G^t)\) obtained by deleting the vertices incident with the edges in \(I^t\) and the set edge \(E(G^t) = E(G) \setminus \{I^t \cup X^t\}\). For an upper bound on the \(\text{MWPMC}^{C(t)}\) we solve its maximum weight matching with conflicting edge pair relaxation, namely \(\text{MWMC}^{C(t)}\).

Let us define extended conflict graph \(C^{t}(I^t) = (V(C^{t}(I^t)), E(C^{t}(I^t)))\), at node \(t\) of the B&B tree, corresponding to \(G^t\), where \(V(C^{t}(I^t))\) and \(E(C^{t}(I^t))\) are the set of vertices and edges of \(C^{t}(I^t)\), respectively. Vertices of the extended conflict graph \(C^{t}(I^t)\) correspond to the edges of \(G^t\), i.e. \(E(G^t)\). The weights associated with the edges in \(E(G^t)\) are the weights of the vertices in \(C^{t}(I^t)\). On the other hand, the edges of the conflict graph represent the set of conflicting edge pairs and the set of incident edge pairs in \(G^t\). Furthermore, we define the complement of \(C^{t}(I^t)\) as \(\overline{\text{C}}^{t}(I^t)\).
3.1 Initialization
At the initialization of the proposed B&B algorithm, we set \( t = 0 \) and we start with the original graph \( G^{(0)} = G \) and its corresponding conflict graph \( C^{(0)} \). The best known lower bound \( z \) is set to \(-\infty\). The set of active problem list is initialized with \( MWPMC^{(0)} \) and initially, both of the edge subsets \( I^{(0)} \) and \( X^{(0)} \) are empty.

3.2 Lower Bound
First of all, we check whether \( \left| E(G^{(t)}) \right| < \frac{|V(G)|}{2} - \left| f^{(t)} \right| \) holds in order to guarantee that the graph \( G^{(t)} \) has the potential to yield a perfect matching. Otherwise we prune node \( t \).

Next, we perform another check at the lower bounding step right after finding the maximum cardinality conflict free matching on \( G^{(t)} \) which is denoted with \( S^{(t)} \). Let \( a(C^{(t)}) \) be the size of a maximum cardinality stable set \( S^{(t)} \) on \( C^{(t)} \). In case \( a(C^{(t)}) = \frac{|V(G)|}{2} - \left| f^{(t)} \right| \) holds then we again prune node \( t \) since we have a feasible solution for the \( MWPMC^{(t)} \), i.e. a conflict free perfect matching, which consists of \( f^{(t)} \cup S^{(t)} \). Here, this feasible solution gives us a chance to update the best known lower bound \( z \). After a lower bound is calculated we proceed to perform the upper bound computation. The determination of \( a(C^{(t)}) \) requires the solution of the NP-hard MCSP at every node of the B&B tree. However, the use of exact value helps fathoming a larger number of nodes, which can balance the increase in the computational cost.

3.3 Upper Bound
At each node \( t \), we compute an upper bound for the \( MWPMC^{(t)} \) by solving the subproblem \( MWMC^{(t)} \). In case the \( MWMC^{(t)} \) has an optimum solution with weight \( z^{(t)} \) then we have a maximum weight conflict free matching \( M^{(t)} \) with value \( z^{(t)} \). Hence, we determine an upper bound value at node \( t \) as \( z^{(t)} = z^{(t)} + \sum_{e \in f^{(t)}} \varepsilon_{e} \). In case the \( MWMC^{(t)} \) has no solution then we set \( z^{(t)} = -\infty \) in order to prune current node \( t \). \( MWMC^{(t)} \) is actually equivalent to the solution of the NP-hard MWSP on \( C^{(t)} \). Hence, the determination of an upper bound at every node of the B&B tree has similar negative effect on the overall computational cost of the B&B algorithm. Again similarly, this can be balanced by the increasing ability to fathom more nodes because of the tightness of the upper bound.

3.4 Pruning
At this stage we either prune the current active node \( t \) or proceed to the division operation. Actually, we consider three cases. First, we check whether the current upper bound value is less than the best known lower bound value, i.e. \( z^{(t)} \leq z \) holds. In such case the current active node is not taken into further consideration and fathomed. In the second case, the solution obtained in the upper bounding procedure, i.e. matching \( M^{(t)} \) which is obtained by solving \( MMCM^{(t)} \) on \( G^{(t)} \), yields a conflict free perfect matching together with the edge subset \( I^{(t)} \). Then, we have a chance to update the best known lower bound value. For the remaining case, we have at least one exposed vertex which will be considered in the division operation.

3.5 Branching Rule for Division
We perform branching operation considering the selected exposed vertex \( v \in V(G^{(t)}) \). Note that this operation does not necessarily outputs a dichotomized B&B tree. Recall that, at each node \( t \) of the B&B tree, \( f^{(t)} \) and \( X^{(t)} \) stand for the set of edges which must be included to and excluded from a conflict free perfect matching, respectively. Hence, given \( M^{(t)} \) which is the maximum weight conflict free matching obtained by solving \( MWMC^{(t)} \) on \( G^{(t)} \) and \( v \in V(G^{(t)}) \) be an \( M^{(t)} \) exposed vertex, we create \( d^{(t)} = d_{G^{(t)}}(v) \) new subproblems by enforcing one by one each edge \( e_{i} \) incident to \( v \), i.e. \( e_{i} \in \partial_{G^{(t)}}(v) \), to be in the solution. Therefore, we generate subproblems with the following characterizations:

\[
\begin{cases}
I^{(t)} = f^{(t)} \cup \{ e_{i} \} \\
X^{(t)} = X^{(t)} \cup \{ e_{i} \} \\
E(G^{(t)}) = E(G) \setminus I^{(t)} \cup X^{(t)}
\end{cases}
\]  

3.6 Stable Sets on Extended Conflict Graph
During the run of the B&B algorithm, we try to find a maximum cardinality conflict free matching and a maximum weight conflict free matching on \( G^{(t)} \) in order to compute lower and upper bound values for the \( MWPMC^{(t)} \). To compute a lower bound for the \( MWPMC^{(t)} \), we solve the MCSP on the extended conflict graph \( C^{(t)} \) and find a stable set \( S^{(t)} \) with the stability number \( a(C^{(t)}) \). For that purpose, we solve the MCP on the complement of \( C^{(t)} \), namely \( \overline{C^{(t)}} \) by running the exact algorithm by Ostergård [18]. On the other hand, to find an upper bound for the \( MWPMC^{(t)} \) we solve the subproblem \( MWMC^{(t)} \) by transforming it into an equivalent MWCP on \( \overline{C^{(t)}} \). For that purpose, we employ the MWCP algorithm by Ostergård [17].

4 COMPUTATIONAL EXPERIMENTS
We have performed the computational experiments in order to compare the performance of the proposed B&B algorithm with two BILP formulations solved by the state-of-the-art MILP solver CPLEX 12.7.0. All computations are performed on an HPE SRV DL380 GEN9 Server with a 2.20 GHz E5-2650v4 Processor and 192 GB RAM operating within Windows Server 2016 environment. To the best of our knowledge, there is no standard test library for MWMCP hence, we have generated random test instances.

4.1 Test Instances
In Table 1 we report the properties of the randomly generated instances. The first column includes the name of the instance sets where each of which contains 5 randomly generated test problems. The number following the letter “N” stands for the number of vertices of the corresponding instance set. Besides, a suffix is added to represent the density of the graph. For example, a suffix of “H” is used to represent high edge density of the graph generated for the test instance.

In Table 1 configurations are presented in the columns two to six. The second column gives the number of vertices in \( G \), i.e. \( |V(G)| \). For each instance set. In our test bed, \( |V(G)| \) changes from 36 to 58 vertices. The third column incorporates the number of edges in \( G \), i.e. \( |E(G)| \) which varies from 126 to 770 edges. The fourth column includes the number of conflicting edge pairs in \( G \) or equivalently the number of edges in the conflict graph \( C \), i.e. \( |E(C)| \). The fifth column stands for the edge density of \( G \), i.e. \( d(G) \), which is calculated as the number of edges in \( G \) divided by the maximum possible number of edges. We have employed three levels for edge density of graphs 0.2, 0.5 and 0.8 respectively for
Solve MWMC (Upper bounding):

Select and delete a problem from \( \mathcal{L} \):

if \( E(G^t) \) \( \leq \) \(|V(G)|/2\) then

there is no conflict free perfect matching of \( G \) with edges in \( E(t) \) \( \cup \) \( E(G^t) \). Set \( t^* = -\infty \), to prune MWPMC\(^t\) and go to Pruning

else

Find the maximum cardinality conflict free matching in \( G^t \), which is \( S^t \) and let its size be \( a(C^t) \)

if \( a(C^t) \leq \frac{|V(G)|}{2} - |t^f| \) then

there is no conflict free perfect matching of \( G \) with edges in \( E(t^f) \) \( \cup \) \( E(G^t) \).

Set \( t^* = -\infty \) to prune MWPMC\(^t\) and go to Pruning

else

if \( a(C^t) > \frac{|V(G)|}{2} - |t^f| \) then

\( t^f \) and \( S^t \) are the edges of a conflict free perfect matching:

if \( w(t^f) + S^t > z \) then

Update the lower bound and incumbent by setting

\( z = w(t^f) + S^t \), \( E(M^t) \leftarrow t^f \) \( \cup \) \( S^t \) and go to Upper bound

end if

end if

end if

(Pruning):

i. If \( t^* \leq z \) then go to Termination test.

ii. if there is no \( M^t \)-exposed vertex in \( G^t \) (i.e. \( M^t \) is a perfect matching in \( G^t \) and \( t^f \) \( \cup \) \( E(M^t) \) are the edges of a perfect matching of \( G \) and \( t^* < z \) then set \( t^* = z \) and \( E(M^t) \leftarrow t^f \) \( \cup \) \( E(M^t) \) go to Termination test

iii. If there is an \( M^t \)-exposed vertex in \( G^t \) (i.e. \( M^t \) is not a perfect matching in \( G^t \)) then go to Division.

(Division): Select an \( M^t \)-exposed vertex \( v \) of \( G^t \) and create \( i = 1, 2, \ldots, d^t = a_{G^t}(v) \) subproblems.

Let \([\text{MWPMC}\(^t\)]\) obtained from \([\text{MWPMC}\(^t\)]\) by enforcing edge \( e_i \) to be in the perfect matching for \( e_i \in \delta_{G^t}(v) \). Add them to the active node list \( \mathcal{L} \) with \( t^* = t^f \) for \( i = 1, 2, \ldots, d^t \) and go to Termination test

end

Algorithm 1: Branch-and-bound algorithm for solving MWPMC using MWMC relaxations

Input: A graph \( G = (V(G), E(G)) \) edge weights \( w_e \geq 0 \), conflict graph \( C = (V(C), E(C)) \).

Output: A maximum weight conflict free perfect matching \( M^* = (V(M^*), E(M^*)) \)

begin

(Initialization): Set \( t = 0 \), MWPMC\(^0\) \( \leftarrow \) MWPMC, \( C^0 = G, C^0 = C, \mathcal{L} = \{ \text{MWPMC}\(^0\) \}, P^0 = 0, X^0 = 0 \mu = -\infty \)

(Termination test): If \( L = 0 \), then output \( E(M^*) \) and stop.

(Lower bounding): Select and delete a problem from \( \mathcal{L} \), say MWPMC\(^t\),

\[ E(G^t) < \frac{|V(G)|}{2} - |t^f| \]

then

there is no conflict free perfect matching of \( G \) with edges in \( E(t^f) \) \( \cup \) \( E(G^t) \). Set \( t^* = -\infty \), to prune MWPMC\(^t\) and go to Pruning

else

Find the maximum cardinality conflict free matching in \( G^t \), which is \( S^t \) and let its size be \( a(C^t) \)

if \( a(C^t) < \frac{|V(G)|}{2} - |t^f| \) then

there is no conflict free perfect matching of \( G \) with edges in \( E(t^f) \) \( \cup \) \( E(G^t) \).

Set \( t^* = -\infty \) to prune MWPMC\(^t\) and go to Pruning

else

if \( a(C^t) > \frac{|V(G)|}{2} - |t^f| \) then

\( t^f \) and \( S^t \) are the edges of a conflict free perfect matching:

if \( w(t^f) + S^t \geq z \) then

Update the lower bound and incumbent by setting

\( z = w(t^f) + S^t \), \( E(M^t) \leftarrow t^f \) \( \cup \) \( S^t \) and go to Upper bound

end if

end if

end if

(Upper bounding): Solve MWMC\(^t\) relaxation on \( G^t \)

if MWMC\(^t\) has a solution then

Let \( M^t \) be a maximum weight conflict free matching on \( G^t \) and \( x^t \) be its optimal value.

Set \( t^* = z^t + w(t^f) \)

else

Set \( t^* = -\infty \)

end if

end if

4.2 Computational Results

In Table 2 we present the results obtained with the proposed B&B algorithm. Table 3 includes the results output by the solution of STRONG and WEAK formulations with the CPLEX MILP solver. All experiments are performed with a CPU time limit of 600 secs.

In Table 2 and Table 3, the rows correspond to the average values for the instance sets. In the last rows, the overall averages of the corresponding columns are given. The act column includes the average number of active nodes remaining in the B&B node list \( \mathcal{L} \) when the B&B algorithm stops. The LB and UB columns incorporate the average lower and upper bound values output by the B&B algorithm, respectively. In the CPU(s) column, we provide the average CPU time required in seconds. The rightmost column, i.e. column exp, reports the average number of explored nodes during the run of the B&B algorithm.

Table 3 introduces the results obtained with the solution of the BILP formulations via CPLEX MILP solver with default options with a CPU time limit of 600 secs. The last row denotes the overall average values of the corresponding columns. The values under Bound columns are the average solution values obtained with CPLEX MILP solver. The columns CPU(s) are for the average CPU times is seconds required by the CPLEX MILP solver.

Considering the results reported with Table 2 and Table 3, we can observe that the B&B algorithm is more efficient than solving the BILP formulations via CPLEX MILP solver. Observe that, the overall average CPU time requirement of the B&B algorithm is 34.76 secs. compared to the ones by STRONG and WEAK formulations which are 97.12 secs. and 61.20 secs., respectively. Furthermore, we should state that, all instances except the ones in the set N56-M are solved to optimality by both the B&B algorithm and CPLEX MILP solver within the CPU time limit of 600 secs.

Last but not least, we should report that, the B&B algorithm could not yield the optimum in only 2 instances in the set N56-M. On the other hand, the STRONG and WEAK formulations solved with CPLEX MILP solver could not output the optimum in 3 and 2 cases in the set N56-M within the CPU time limit, respectively.

5 CONCLUDING REMARKS AND DISCUSSION

We have proposed an exact solution procedure and two mathematical programming formulations for the Maximum Weight Matching Problem with Conflicting Edge Pairs (MWPMC). Considering our preliminary computational experiments on randomly generated test instances we can state that the proposed
<table>
<thead>
<tr>
<th>V(G)</th>
<th>E(G)</th>
<th>E(C)</th>
<th>d(G)</th>
<th>d(C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N36-H</td>
<td>36</td>
<td>504</td>
<td>8000</td>
<td>0.8</td>
</tr>
<tr>
<td>N36-L</td>
<td>36</td>
<td>126</td>
<td>7500</td>
<td>0.2</td>
</tr>
<tr>
<td>N36-M</td>
<td>36</td>
<td>350</td>
<td>5000</td>
<td>0.5</td>
</tr>
<tr>
<td>N38-H</td>
<td>36</td>
<td>563</td>
<td>9000</td>
<td>0.8</td>
</tr>
<tr>
<td>N38-L</td>
<td>38</td>
<td>141</td>
<td>7500</td>
<td>0.2</td>
</tr>
<tr>
<td>N38-M</td>
<td>38</td>
<td>352</td>
<td>4000</td>
<td>0.5</td>
</tr>
<tr>
<td>N42-H</td>
<td>42</td>
<td>689</td>
<td>11000</td>
<td>0.8</td>
</tr>
<tr>
<td>N42-L</td>
<td>42</td>
<td>173</td>
<td>12000</td>
<td>0.2</td>
</tr>
<tr>
<td>N42-M</td>
<td>42</td>
<td>431</td>
<td>6000</td>
<td>0.2</td>
</tr>
<tr>
<td>N44-M</td>
<td>44</td>
<td>190</td>
<td>14000</td>
<td>0.2</td>
</tr>
<tr>
<td>N44-M</td>
<td>44</td>
<td>473</td>
<td>70000</td>
<td>0.5</td>
</tr>
<tr>
<td>N46-L</td>
<td>46</td>
<td>208</td>
<td>16000</td>
<td>0.2</td>
</tr>
<tr>
<td>N46-M</td>
<td>46</td>
<td>518</td>
<td>80000</td>
<td>0.5</td>
</tr>
<tr>
<td>N48-L</td>
<td>48</td>
<td>226</td>
<td>18000</td>
<td>0.2</td>
</tr>
<tr>
<td>N48-M</td>
<td>48</td>
<td>564</td>
<td>73800</td>
<td>0.5</td>
</tr>
<tr>
<td>N52-L</td>
<td>52</td>
<td>266</td>
<td>22000</td>
<td>0.2</td>
</tr>
<tr>
<td>N52-M</td>
<td>52</td>
<td>663</td>
<td>104000</td>
<td>0.5</td>
</tr>
<tr>
<td>N54-L</td>
<td>54</td>
<td>287</td>
<td>24000</td>
<td>0.2</td>
</tr>
<tr>
<td>N54-M</td>
<td>54</td>
<td>716</td>
<td>108000</td>
<td>0.5</td>
</tr>
<tr>
<td>N56-L</td>
<td>56</td>
<td>309</td>
<td>26000</td>
<td>0.2</td>
</tr>
<tr>
<td>N56-M</td>
<td>56</td>
<td>770</td>
<td>112000</td>
<td>0.5</td>
</tr>
<tr>
<td>N58-L</td>
<td>58</td>
<td>331</td>
<td>28000</td>
<td>0.2</td>
</tr>
<tr>
<td>Average:</td>
<td>45.73</td>
<td>400.68</td>
<td>51377.27</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 2: Performance of the B&B Algorithm

<table>
<thead>
<tr>
<th>act</th>
<th>LB</th>
<th>CPU (s)</th>
<th>exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>N36-H</td>
<td>537.2</td>
<td>537.2</td>
<td>1.5</td>
</tr>
<tr>
<td>N36-L</td>
<td>485.2</td>
<td>485.2</td>
<td>0.0</td>
</tr>
<tr>
<td>N36-M</td>
<td>560.2</td>
<td>560.2</td>
<td>0.3</td>
</tr>
<tr>
<td>N38-H</td>
<td>815.6</td>
<td>815.6</td>
<td>6.7</td>
</tr>
<tr>
<td>N38-L</td>
<td>851.2</td>
<td>851.2</td>
<td>0.0</td>
</tr>
<tr>
<td>N38-M</td>
<td>455.8</td>
<td>455.8</td>
<td>0.2</td>
</tr>
<tr>
<td>N42-H</td>
<td>1032.4</td>
<td>1032.4</td>
<td>129.8</td>
</tr>
<tr>
<td>N42-L</td>
<td>631.4</td>
<td>631.4</td>
<td>0.0</td>
</tr>
<tr>
<td>N42-M</td>
<td>491.6</td>
<td>491.6</td>
<td>0.5</td>
</tr>
<tr>
<td>N44-L</td>
<td>981.4</td>
<td>981.4</td>
<td>0.0</td>
</tr>
<tr>
<td>N44-M</td>
<td>932.6</td>
<td>932.6</td>
<td>0.7</td>
</tr>
<tr>
<td>N46-L</td>
<td>1025.6</td>
<td>1025.6</td>
<td>0.0</td>
</tr>
<tr>
<td>N46-M</td>
<td>840.4</td>
<td>840.4</td>
<td>1.7</td>
</tr>
<tr>
<td>N48-L</td>
<td>760.2</td>
<td>760.2</td>
<td>0.0</td>
</tr>
<tr>
<td>N48-M</td>
<td>991.0</td>
<td>991.0</td>
<td>2.0</td>
</tr>
<tr>
<td>N52-L</td>
<td>906.2</td>
<td>906.2</td>
<td>0.0</td>
</tr>
<tr>
<td>N52-M</td>
<td>1041.8</td>
<td>1041.8</td>
<td>38.7</td>
</tr>
<tr>
<td>N54-L</td>
<td>874.6</td>
<td>874.6</td>
<td>0.1</td>
</tr>
<tr>
<td>N54-M</td>
<td>1051.4</td>
<td>1051.4</td>
<td>88.4</td>
</tr>
<tr>
<td>N56-L</td>
<td>945.6</td>
<td>945.6</td>
<td>0.1</td>
</tr>
<tr>
<td>N56-M</td>
<td>1092.6</td>
<td>1096.8</td>
<td>491.5</td>
</tr>
<tr>
<td>N58-L</td>
<td>1095.0</td>
<td>1095.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Average:</td>
<td>75</td>
<td>836.32</td>
<td>836.51</td>
</tr>
</tbody>
</table>

Table 3: Performance of the BILP Formulations

<table>
<thead>
<tr>
<th>STRONG</th>
<th>Bound</th>
<th>Cpu (s)</th>
<th>Bound</th>
<th>Cpu (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N36-H</td>
<td>537.2</td>
<td>7.8</td>
<td>537.2</td>
<td>17.9</td>
</tr>
<tr>
<td>N36-L</td>
<td>485.2</td>
<td>0.3</td>
<td>485.2</td>
<td>0.2</td>
</tr>
<tr>
<td>N36-M</td>
<td>560.2</td>
<td>1.3</td>
<td>560.2</td>
<td>1.5</td>
</tr>
<tr>
<td>N38-H</td>
<td>815.6</td>
<td>77.5</td>
<td>815.6</td>
<td>174.5</td>
</tr>
<tr>
<td>N38-L</td>
<td>851.2</td>
<td>0.3</td>
<td>851.2</td>
<td>0.3</td>
</tr>
<tr>
<td>N38-M</td>
<td>455.8</td>
<td>2.5</td>
<td>455.8</td>
<td>1.9</td>
</tr>
<tr>
<td>N42-H</td>
<td>1032.4</td>
<td>363.0</td>
<td>1032.4</td>
<td>293.3</td>
</tr>
<tr>
<td>N42-L</td>
<td>631.4</td>
<td>0.5</td>
<td>631.4</td>
<td>0.3</td>
</tr>
<tr>
<td>N42-M</td>
<td>491.6</td>
<td>2.7</td>
<td>491.6</td>
<td>6.1</td>
</tr>
<tr>
<td>N44-L</td>
<td>981.4</td>
<td>0.7</td>
<td>981.4</td>
<td>0.5</td>
</tr>
<tr>
<td>N44-M</td>
<td>932.6</td>
<td>5.0</td>
<td>932.6</td>
<td>8.4</td>
</tr>
<tr>
<td>N46-L</td>
<td>1025.6</td>
<td>1.1</td>
<td>1025.6</td>
<td>2.2</td>
</tr>
<tr>
<td>N46-M</td>
<td>840.4</td>
<td>35.5</td>
<td>840.4</td>
<td>9.4</td>
</tr>
<tr>
<td>N48-L</td>
<td>760.2</td>
<td>1.4</td>
<td>760.2</td>
<td>0.5</td>
</tr>
<tr>
<td>N48-M</td>
<td>978.6</td>
<td>159.3</td>
<td>978.6</td>
<td>15.1</td>
</tr>
<tr>
<td>N52-L</td>
<td>906.2</td>
<td>1.6</td>
<td>906.2</td>
<td>1.1</td>
</tr>
<tr>
<td>N52-M</td>
<td>1041.8</td>
<td>316.0</td>
<td>1041.8</td>
<td>190.1</td>
</tr>
<tr>
<td>N54-L</td>
<td>874.6</td>
<td>1.7</td>
<td>874.6</td>
<td>1.1</td>
</tr>
<tr>
<td>N54-M</td>
<td>1051.4</td>
<td>572.8</td>
<td>1051.4</td>
<td>238.0</td>
</tr>
<tr>
<td>N56-L</td>
<td>945.6</td>
<td>1.7</td>
<td>945.6</td>
<td>1.4</td>
</tr>
<tr>
<td>N56-M</td>
<td>974.2</td>
<td>581.7</td>
<td>1092.6</td>
<td>381.2</td>
</tr>
<tr>
<td>N58-L</td>
<td>1095.0</td>
<td>2.1</td>
<td>1095.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Average:</td>
<td>380.37</td>
<td>97.12</td>
<td>835.75</td>
<td>61.20</td>
</tr>
</tbody>
</table>
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B&B algorithm outperforms the MILP solver. It should be borne in mind that in its current form of the B&B algorithm two NP-hard problems have to be solved at every search node, which can be bound to pay a very high computational price with the increase of instance size and conflict density. However, it can be possible to compute upper bounds to both α(C(t)) and the optimum value of MWMC(t) using heuristics and further relaxations with considerably lower costs, which remains as a part of our future investigations. Furthermore, efficient heuristics and as well as meta-heuristics for the solution of MWPMC can be another fertile research avenue.
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ABSTRACT

In the future 5G networks, a wide range of new services with strong requirements will be delivered in the form of chains of service functions on independent virtual networks. These virtual networks will be deployed on demand, each one adapted to the specific service requirements. For infrastructure providers a real challenge consists in providing and setting up the required virtual networks (network slices) while guaranteeing strict Service Level Agreements. One of the major stakes is to be able to provide failure protection for the service function chains at minimal cost. In this work, we consider a set of deployed service chains, and we study the best strategy to protect them at minimal cost. We propose mathematical formulations that provide optimal backup functions placement over a network, and the associated backup paths for each VNF of all the chains. We develop an efficient ILP-based heuristic relying on a separation of the problem into smaller ones to solve large scale instances. We show that our heuristic is competitive, both regarding the solution quality and the solving time.

1 INTRODUCTION

1.1 Telecom context

Network operators face the challenge of making their network more flexible and cost-effective. They also have to plan the evolution of their networks for the incoming 5G networks. Indeed, some 5G services, such as the Ultra-Reliable Low Latency (URLL), require the network functions to be executed as close as possible to the end-user. This means that the operators will have to split and distribute the network functions over multiple network nodes. Thanks to the maturity of virtualization technologies, Virtual Network Functions (VNF) have the capability to run inside Virtual Machines (VM) or containers on commodity hardware. In addition, the concept of Network Slicing will bring even more flexibility, as it allows several virtual networks to run on a unique physical infrastructure, provided by one or several infrastructure providers. This flexibility brings the following benefits:

- **On-Demand Network.** Network Functions can be deployed and updated remotely, as opposed to manually installing and plugging a hardware equipment to the network. Network capacity can also be scaled down or up on-the-fly, depending on the current demand.
- **Cost-effectiveness.** Maintenance and exploitation of the physical infrastructure are mutualized between the service providers.
- **Automatization.** Operations on software are easily automatized, enabling scaling, healing, reduced delays to market new services, among others.

A Network Slice could be seen as a set of VNFs that are organized into Service Function Chains (SFC), that specifies the sequence of VNFs crossed by the traffic for a specific service. Figure 1 shows an example of a Service Function Chain taken from a use-case defined at IETF [10].

Figure 1: Example of Service Function Chain (SFC).

However, this shift in the networking paradigm comes with many technological obstacles to overcome. One of them concerns the resilience of the slices and the associated services.

1.2 Problem Statement

To operate a service, the VNFs of the service chains must be installed in some network nodes, and the traffic routed through the installed VNFs. Some of the VNFs could possibly be shared among several different chains to reduce the exploitation costs, while the capacity limitations and security requirements are met.

Figure 2 illustrates a small example of two different SFCs to be routed between an origin-destination pair ($1, 6$). SFC1 (respectively SFC2), in red color (resp. blue color), corresponds to a service that requires the functions VNF1 and VNF3 (resp. VNF1, VNF2 and VNF4). A SFC routing and VNF placement solution is illustrated, VNF1 is installed in node 2 and shared by both SFCs.

Figure 2: Example of deployed Service chains

For a commercially exploited network, having a resiliency scheme for each failure scenario is mandatory. Figure 3 illustrates a rerouting scenario of the previous example in case of a failure of the node 2, assuming that a backup of VNF1 has been previously installed on node 3. In this example both SFCs are to be rerouted through the backup node 3.

The aim of this paper is to answer the question of how to make the Service Function Chains resilient to node and link failures. More specifically, the goal is to protect all the Service Function Chains already deployed against a single node or link failure, at minimum cost. It means that all the Virtual Network Functions
that compose the Service Chains must be protected. We assume
that a backup VNF can be used as a backup VNF for several
nominal VNFs. Similarly, nominal VNFs with spare capacity can
be used as backup VNF. The new routes to the backup VNFs must
be disjoint from the corresponding nominal route, to protect
from link failure, while satisfying the same latency and capacity
constraints as for the nominal path.

Figure 3: Example of node and routing back-up

Considering routing and placement of nominal and backup
SFCs jointly would yield better solutions, as it would allow a bet-
ter usage of network resources. However, in operational settings,
realistic scenarios are likely to consider a two-phase deployment.

1.3 State of the Art

In [1], Allybokus et al. consider the problem of VNF placement for
the composition of Service Function Chains. Resiliency is taken
into account to a certain extent with the addition of anti-affinity
rules in the model.

The ETSI (European Telecommunications Standards Institute)
has studied the issue of reliability in Network Function Virtual-
ization and has given a comprehensive list of features and models
for end-to-end reliability [4]. In [6], Hmaiti et al. solve the prob-
lem of placement of primary VNFs and backup VNFs, so that
the service chains are protected against node and/or link failure.
In the end-to-end protection scheme, the backup path does not
use any link or node from the primary path. In this scheme, the
service chains are resilient against the failure of all the links and
all the nodes. In [11], Qu et al. aim at finding the best service
chain embedding and routing, for minimizing the overall net-
work bandwidth consumption. The problem considers reliability of
the service chains with constraints to guarantee that there are
enough backup VNF for a given target reliability. In [8], Kong et
al. determine the number of VNF replicas required to guarantee
the availability of the SFC, and place these replicas on the routing
path. In [3], Engelmann and Jukan study the reliability of SFCs
with flow parallelism. They evaluate the number of backup VNF
necessary to reach a certain service reliability. They also study
various placement strategy for the backup VNF. In [13], Wang
and Doucet present an algorithm that aims at maximizing the
network availability with the approach offered by Shared-Backup
Path Protection (SBPP).

We observe that in the cited work, the backup path is disjoint
from the working path. In practice, this level of resilience is
often too costly and hardly needed since the event of all nodes
and all links failing at the same time should seldom occur (if at
all). The practical approach for network resiliency is to protect
the network operations from a certain number of simultaneous
failures. In this paper, we propose and solve a problem that is
more relevant to the practical cases of network resiliency design.
In addition, our approach is to help network architects to design
a resilient network, in a cost-efficient manner. This is why we
seek to minimize the cost of deployment, by contrast to the cited
works.

2 THE VIRTUAL NETWORK FUNCTION
RESILIENCY PROBLEM (VNFR)

2.1 Problem Definition

The network is represented by a directed graph \( G(V, A) \), where
\( V \) is the set of network nodes and \( A \) the set of arcs. Each network
node \( u \) corresponds to a site in which a network function could be
executed, either by running it on an existing server or by opening a
new site. Opening a new site has a high cost \( m_u \) and corresponds
to setting up a new small DC on an eligible site. We assume that
the nominal service chains are already deployed in the network.
This assumption corresponds to many planned real use-case,
in particular when protecting service chains related to critical
virtualized functions like vEPC (virtual Evolved Packet Core,
[9]) or vRAN (virtual Radio Access Network, [2]). The nominal
functions already in place in the network can be shared and used
to protect other service chains, and the residual capacity \( C^*_u \in \mathbb{N} \)
of used servers can be used to install new functions.

Each arc \((u, v)\) of \( G \) is characterized by a weight \( l_{uv} \), that is a
function of the transmission delay between nodes \( u \) and \( v \), by a
maximal bandwidth capacity \( B_{uv} \), and by a unitary usage cost
\( c_{uv} \).

The set of all the VNFs to be protected against failure is denoted
by \( F \). Each virtual function is characterized by a type \( f \in F \), and
a maximal flow rate \( t_f \) the function is able to process. The
placement cost of a new function of type \( f \) in a node \( u \) is denoted
\( h^*_u(f) \).

A service chain \( k \in K \) is composed of an ordered set of virtual
network functions, and an associated routing path \( P_k \). It is char-
acterized by a traffic demand between origin-destination nodes,
named respectively \( o_k \) and \( d_k \). Without loss of generality, we de-
compose each service chain \( k \) into micro chains \( i, i = 1, \ldots, |F_k| \)
composition of one function each, of type \( f^i_k \) \( \in F \).

Then, from now on, a section \((i,k)\) corresponds to a unique func-
tion between an origin node \( o^i_k \) and a destination node \( d^i_k \) along
the routing path \( P_k \) of the global service chain. Then, \( o^i_k \) is the
node where \( f^{i+1}_k \) is placed if \( i \geq 2, o_k \) otherwise, and \( d^i_k \) the
node where \( f^{i+1}_k \) is placed if \( i \leq n - 1, d_k \) otherwise. The paths
of these micro chains are sections \( S^i_k \) of the path \( P_k \). An example
of nominal service chain path is given in Figure 4. The repre-
sented SFC is routed along a path \( P_1 \) from the source node \( o_1 \) to
the destination one \( d_1 \), and the flow runs 3 functions \( f^i_1 \), with
\( i = 1, 2, 3 \). The three corresponding sections \( S^i_1 \), with \( i = 1, 2, 3 \)
are respectively represented in figures 5, 6 and 7.

Figure 4: A service function chain path \( P_1 \), composed of 3
functions

The service chain sections deployed in the network are defined
by two set of parameters:

\[
\begin{align*}
V & = \{1, 2, 3\} \\
E & = \{(1, 2), (2, 3), (3, 1)\} \\
\end{align*}
\]
Virtual Network Function Resilience (VNFR) Problem can be formulated as an integer linear program. The four types of decision variables are:

- Routing variables
  \[ r_{u,k}^{ikf} = \begin{cases} 1 & \text{if } (u,v) \text{ is used to re-route section } i, k, f \\ 0 & \text{otherwise} \end{cases} \]

- Function placement
  \[ y_{u}^{ikf} = \begin{cases} 1 & \text{if backup function of } f \text{ for section } i \text{ of } k \text{ is placed on node } u \\ 0 & \text{otherwise} \end{cases} \]

- Number of instances of a same type of the backup function
  \[ x_{u}^{f} \in \mathbb{N} \]

- Opening of a new site
  \[ z_{u} = \begin{cases} 1 & \text{if the node } u \text{ is newly used to install at least one back up function} \\ 0 & \text{otherwise} \end{cases} \]

Then, a compact formulation for the problem is as follows:

\[
\min \sum_{u \in V} \sum_{f \in F} h_{u}^{f} x_{u}^{f} + \sum_{u \in V \setminus N} m_{u} z_{u} + \sum_{(uv) \in A} \sum_{k \in K} \sum_{i \in I_k} \sum_{v' \in V} r_{u,v'}^{ik} b_{k}^{v'} \tag{1}
\]

subject to

\[
\sum_{(u,v) \in A} r_{u,v}^{ik} - \sum_{(v',u) \in A} r_{u,v'}^{ik} = \begin{cases} 1 & \text{if } u = v' \in S_k, \forall k \in K \\ -1 & \text{if } u = d_{u}^{k}, \forall u \in V \end{cases} \tag{2}
\]

\[
\sum_{k \in K} \sum_{i \in I_k} r_{u,v}^{ik} b_{k}^{v} \leq B_{uv} \quad \forall (u,v) \in A \tag{3}
\]

\[
\sum_{f \in F} x_{u}^{f} \leq C_{u} \quad \forall u \in V \tag{4}
\]

\[
\sum_{(u,v) \in A} r_{u,v}^{ik} l_{uv}^{f} \leq L_{ik}^{f} \quad \forall k \in K, \forall i \in I_k \tag{5}
\]

\[
\sum_{k \in K} \sum_{i \in I_k} \left[ b_{k}^{v} y_{u}^{ikf} - \sum_{k' \in K}^{} \sum_{i \in I_{k'}}^{p_{u}^{ikf}(v') - b_{k}^{v'}} \right] \leq f_{x}^{f} \quad \forall u \in V, \forall f \in F \tag{6}
\]

\[
p_{u}^{ikf} \leq \sum_{u' \in V \setminus u}^{y_{u'}^{ikf}} \quad \forall u \in V, \forall k \in K, \forall f \in F, \forall i \in I_k \tag{7}
\]

\[
r_{u,v}^{ik} + q_{u,v}^{ik} \leq 1 \quad \forall k \in K, \forall (u,v) \in A, \forall i \in I_k \tag{8}
\]

\[
\sum_{f \in F} x_{u}^{f} \leq C_{u} x_{u} \quad \forall u \in V \setminus N \tag{9}
\]

\[
y_{u}^{ikf} \leq \sum_{(u,v) \in A} \left( r_{u,v}^{ik} + r_{u,v}^{ik} \right) \quad \forall u \in V, \forall k \in K, \forall f \in F, \forall i \in I_k \tag{10}
\]

The objective (1) of the problem consists in minimizing the whole cost of protecting the service chains against a single failure. The first term refers to the installation cost of a function \(f\) in a site \(u\), the second one to the cost of opening a new site \(u\), and finally the last one refers to the cost of re-routing the traffic of section \(i\), of demand \(k\), on the arc \((u,v)\).

The first set of constraints (2) are the flow conservation constraints, to ensure the flow continuity on the back up routes for all the demands on all the network nodes. The constraints (3) are to ensure that the sum of the flows routed on each arc are less or equal to the bandwidth limit capacity. The constraints (4) are the node capacity constraints and (5) the latency constraints all along the backup routes of all the demands. The maximal flow rates that can be processed by a function \(f\) on a node \(u\) is expressed in (6) : the capacity of a function being the capacity of the new installed function instances in addition to the residual capacity of the functions \(f\) already installed for the nominal chains.

The placement constraints (7) are to ensure that each nominal function \(f\) has a back up function installed on another node, while constraints (8) are to ensure the disjunction between nominal and backup paths. The constraints (9) are to define the opening of a site : if at least one function \(f\) is installed on a site \(u\) in \(V \setminus N\), ie a site where no function has been installed yet. Finally, constraints (10) are to link the backup functions to the backup routes for all the functions.

### 2.3 A variant with protection sharing

A shared protection model can easily be obtained from this model, considering that just one VNF failure can occur at a given time, in the same geographical area. The shared protection consists in...
Table 1: Indexes, Sets, Constants, and Variables

<table>
<thead>
<tr>
<th>Indexes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
</tr>
<tr>
<td>( u )</td>
</tr>
<tr>
<td>( k )</td>
</tr>
<tr>
<td>( i )</td>
</tr>
<tr>
<td>((u,v))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V )</td>
</tr>
<tr>
<td>( A )</td>
</tr>
<tr>
<td>( F )</td>
</tr>
<tr>
<td>( K )</td>
</tr>
<tr>
<td>( S )</td>
</tr>
<tr>
<td>( N )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_u )</td>
</tr>
<tr>
<td>( m_u )</td>
</tr>
<tr>
<td>( l_{uv} )</td>
</tr>
<tr>
<td>( B_{uv} )</td>
</tr>
<tr>
<td>( e_{uv} )</td>
</tr>
<tr>
<td>( P_k )</td>
</tr>
<tr>
<td>( a_k )</td>
</tr>
<tr>
<td>( d_k )</td>
</tr>
<tr>
<td>( b_k )</td>
</tr>
<tr>
<td>( F_k )</td>
</tr>
<tr>
<td>( S_k )</td>
</tr>
<tr>
<td>( t_f )</td>
</tr>
<tr>
<td>( h_i^f )</td>
</tr>
</tbody>
</table>

Table 2: Compact formulation

| \(|V|\) | \(|A|\) | \(|F|\) | \(|S|\) | Time (s) | Var. | Constr. |
|-------|-------|-------|-------|---------|------|---------|
| 30    | 198   | 20    | 400   | 1820    | 319,830 | 892,258 |
| 50    | 538   | 40    | 500   | >3600   | 1,271,050 | 3,568,138 |
| 100   | 2030  | 40    | 400   | >3600   | 2,416,100 | 6,474,630 |

2.4 Problem Formulation Analysis

These formulations have been solved to optimality using the commercial solver Cplex 12 ([7]). The largest generated instances, described in section 4.1, couldn’t be solved within one hour. An illustration of the size of the formulation (number of variables and constraints) of VNFR is given in Table 2; where \(|V|\) and \(|A|\) refers to the graph size, \(|F|\) to the number of function types, and \(|S|\) is the number VNF instances, i.e. the number of chain sections to be protected against failure. From the formulation of the problem, we can compute the number of variables as

\[ |S| |A| + |S| |F| |V| + |F| |V| + |V| \]  

and the number of constraints as

\[ |A| + 2|V| + |S| + |V||S| + 2|F| |V| + 2|S||A| + 3|V||S||F| \]  

We can observe from Equation (11) that for a given graph (i.e. with given V and A), the factor for the number of function types is \(|V|\) and the factor for the number of sections is \(|A|\). In typical production networks, the number of arcs is much greater than the number of nodes, i.e. \(|V| \ll |A|\). The same reasoning applies for the number of constraints, in Equation 12. Therefore, we conclude that the size of the formulation is particularly sensitive to the number of sections, for a given graph.

3 ILP-BASED HEURISTIC

For some instances, solving the ILP (Integer Linear Program) to optimality might not be feasible in a reasonable time. For this reason, we have designed a heuristic called DC-VNFR (Divide and Conquer in the VNFR problem). This heuristic is based on the principle of dividing the original problem into a set of smaller problems. The approach is to process the backups for each type of VNF, one type at a time. More specifically, the set of all the sections \( S \) is divided into subsets \( S^f \) such that \( S^f \) contains all the sections that contain a VNF of type \( f \).

The VNFR problem is then solved for each \( S^f \) separately. The order of resolution is by decreasing \( \lambda_f \) with \( \lambda_f = \sum_{k \in S^f} b_k \). In other words, we determine the backups for the type of VNF with the largest traffic first.

The heuristic DC-VNFR is detailed in Algorithm 1.

As the heuristic consists in fixing a set of variables at each iteration, it may not find a feasible solution for some instances. In that case, the algorithm stores the rejected backups in a set \( R \) and carry on the processing. However, over all our numerical experiments the heuristic has always terminated with a feasible solution.

4 RESULTS

4.1 Random Instances Creation

In order to evaluate the performance of our model, we have designed a random instance generator, that allows us to generate arbitrarily large instances. It is implemented with python3 and the networkX package [12].
Algorithm 1: The DC-VNFR heuristic

Input : An instance of the VNFR problem (cf. 2), with
S = \{F\}, with Sf the set of all sections with function type f
Output : A solution to the VNFR problem (i.e. x_u^f, y_u^k,f, z_u, r_{uv}^k), the total cost ct, and the set of rejected demands R
1 Compute all the \( \lambda_f = \sum_{(l,k) \in S_f} b_{lk} \) for \( f \in F \)
2 Sort the sets S_f by decreasing \( \lambda_f \)
3 for \( f \leftarrow 1 \) to |F| do
4 if there is a solution then
5 Update variables x_u^f, y_u^k,f, z_u, r_{uv}^k
6 Update total cost ct
7 Update capacities of arcs and nodes
8 for all u such that \( z_u = 1 \) do
9 \( N \leftarrow N \cup \{u\} \)
10 end
11 else
12 \( R \leftarrow R \cup \{S_f\} \)
13 end
14 end

The inputs for the random instance generator are the number of nodes in the graph, the number of types of VNF and the number of sections. The other parameters are randomly and uniformly chosen in-between an input interval given in Table 3.

The arcs are added as follows. First a path that connects all the nodes is added, so as to ensure that the graph is connected. Then, arcs are chosen randomly and added until a certain percentage of the maximum number of arcs in the graph is reached. In the following, we name the graphs that have 20% of the maximum number of arcs type A and the graphs at 80% type B (cf. Table 3). These values were selected in order to assess the impact of the graph density on performance.

Table 3: Parameters for random instances

<table>
<thead>
<tr>
<th>Intervals</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_u )</td>
<td>[1, 3]</td>
</tr>
<tr>
<td>( l_{uv} )</td>
<td>[1, 20]</td>
</tr>
<tr>
<td>( B_{uv} )</td>
<td>[100, 500]</td>
</tr>
<tr>
<td>( t_f )</td>
<td>[1000, 2000]</td>
</tr>
<tr>
<td>( b_k )</td>
<td>[1, 20]</td>
</tr>
<tr>
<td>( L_k )</td>
<td>[100, 500]</td>
</tr>
<tr>
<td>( \epsilon_{uv} )</td>
<td>[1, 5]</td>
</tr>
<tr>
<td>( h_f^k )</td>
<td>[10, 100]</td>
</tr>
<tr>
<td>( m_u )</td>
<td>[100, 300]</td>
</tr>
</tbody>
</table>

Graphs

<table>
<thead>
<tr>
<th>Type</th>
<th>Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type A</td>
<td>20%</td>
</tr>
<tr>
<td>Type B</td>
<td>80%</td>
</tr>
</tbody>
</table>

The nominal Service Function Chains are placed as follows: first the origin and destination nodes of each section are randomly selected, then a node is randomly selected on the shortest path to host the VNF. The type of the VNF is also randomly selected.

4.2 Numerical Results

We have generated random instances with varying numbers of nodes and varying number of sections. For a given set of input parameters, we have generated 10 random instances. Then, we have solved all the instances, first with the ILPs (Integer Linear Programs) described in section 2 and then with the DC-VNFR heuristic described in section 3. The ILPs were implemented in Python3 with the Pyomo library [5] and the heuristic was also developed with Python3. We have recorded the execution time in terms of CPU time, and recorded the relative gap between the optimal solution and the solution given by DC-VNFR.

First, it is interesting to note that the two ILPs presented in section 2 yield to the same results (both in terms of objective function and execution time). Therefore, in the following we refer simply to the optimal solution as the ILP. This is due to the fact that, in the random instances we have generated, the parameter \( t_f \) (maximum rate processed by a function) was high enough not to need to instantiate two of them in a node. In addition, the capacity of the links were not saturated. In consequence, since both constraints (3) and (6) were not saturated, there is no difference with the model that relaxes them. We could check that, on the instances where one or both these constraints were actually saturated, the objective was lower with the PS-VNFR variant.

Figures 8 and 9 show the CPU Time needed for the resolution of the ILP and the execution of the heuristic, when varying respectively the number of nodes in the graph and the number of sections K. The y-axis scale is logarithmic so it appears from the figures that there is almost always at least an order of magnitude in the performance of the heuristic and the exact resolution.

Figures 10 and 11 represent the relative gap between the DC-VNFR solution and the optimum. The relative gap is defined as \((\hat{\beta} - \alpha)/\alpha\) with \(\alpha\) the minimum cost and \(\hat{\beta}\) the cost of the solution provided by DC-VNFR. When varying the number of nodes, the relative gap is always below 0.6%.

4.3 Discussion

The results given in section 4.2 first show that the performance gain with the proposed algorithm over the exact resolution is very good, irrespective of the number of nodes in the graph or the number of sections K. The y-axis scale is logarithmic so it appears from the figures that there is almost always at least an order of magnitude in the performance of the heuristic and the exact resolution.

The results also show that the proposed algorithm yields high-quality solutions, in the sense that whatever the number of nodes in the graph, the gap to optimality stays under 0.6%. In fact, the heuristic is always optimal when the node capacities are not saturated. This is due to the fact that, in that case, the problems of finding the backups for each VNF type are independent from one another. Since in DC-VNFR the optimal solution is found for each VNF type separately, the combined solution remains optimal. We have also observed that when the node capacities are less saturated, the solutions of DC-VNFR tends to be closer to the optimal solutions, which seems quite natural.

However, when varying the number of sections, two opposite trends appear. With type A instances, the gap to optimality increases with the number of sections (after 100 sections). This is due to the fact that, for sparse graphs, there is a limited number of nodes to choose from, for the selection of the backup node (because of the latency constraints). In consequence, the node
capacities are more often saturated, leading to sub-optimal placement of backup VNfs. In contrast, with type B instances, the gap decreases (cf. Figure 11). This is because in that case, there is a larger number of choices for the backup node, which means they are less prone to reach their capacity, which allows the heuristic to lead to a near-optimal solution.

In conclusion, the DC-VNFR heuristic allows to take advantage of the mutualization of the backups of each particular VNF types. It is a good compromise between the optimal resolution of the ILP and a reasonable computation time.

5 CONCLUSION

In this work, we have studied how to improve the resiliency of a set of given Service Function Chains, in a practical and cost-effective manner. The aim is to deploy a backup VNF and an associated backup path for each VNF of all the chains. Since the goal is to protect against a single failure, the backups can be mutualized for several nominal VNfs, and also a nominal VNF with spare capacity can be used as backup. The formulation that we proposed allows to solve this problem at minimal cost, and an ILP-based heuristic, relying on a separation of the problem into smaller ones, is provided in order to solve large scale instances. Empirical results on instances representative of real use-cases show the benefits of this approach.
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ABSTRACT
This paper addresses the single machine scheduling problem with distinct time windows, sequence-dependent setup times (SMSPETP) which consists in minimizing the total weighted earliness and tardiness of a set of jobs. We propose a time-indexed mathematical formulation for representing the problem, new valid constraints families for this formulation, as well as separation algorithms. Computational experiments show that the use of these algorithms in a cutting-plane enable to significantly improve the linear relaxation.

1 INTRODUCTION
This paper addresses the single machine scheduling problem with distinct time windows and sequence-dependent setup times. Such problem consists of determining the time at which jobs must be performed in order to minimize the weighted sum of earliness and tardiness penalties, and is hereafter denoted by SMSPETP.

The SMSPETP is a difficult problem which has numerous applications, such as Just-In-Time manufacturing, chemical processing, video on demand services, among others. As a consequence, many resolution algorithms have been introduced to solve this problem [3, 5]. Nevertheless, the job scheduling problem with the characteristics considered in this work has not received the deserved attention. The SMSPETP has mainly been treated by heuristic procedures that divide the problem into two subproblems: (i) job sequencing, and (ii) determining the optimal time for completion of each job in a given sequence. This work tackles the SMSPETP from a perspective not yet considered in the literature i.e., with a cutting plane algorithm.

The SMSPETP has the following characteristics:

- A single machine must process a set \( I \) of \( n \) jobs;
- The machine can perform only one job at a time and, once the process is initiated, it cannot be interrupted;
- All jobs are available for processing starting from date 0;
- Between two consecutive jobs \( x \) and \( y \) in \( I \), a setup time of \( S_{xy} \) is required. It is assumed that the time for setting up the machine in order to process the first job in the sequence is equal to 0;
- Idle time between the execution of two consecutive jobs is allowed.
- For each job \( x \in I \), there is a processing time \( P_x \) and a time window \([E_x, T_x]\) in which the job \( x \) should preferably be completed. \( E_x \) indicates the earliest due date, and \( T_x \) is the tardiest due date;
- If job \( x \) is completed before \( E_x \), then there is a cost of \( a_x \) per unit of earliness time. In the case that the job is completed after \( T_x \), there is a cost of \( b_x \) per unit of tardiness time. Jobs completed within their time windows do not incur costs;
- The objective of the problem is to determine the starting dates of the jobs, so that the weighted sum of their earliness and tardiness is minimized, i.e.,

\[
\min \sum_{x \in I} (a_x e_x + b_x t_x) \tag{1}
\]

where \( C_x \) represents the completion time of job \( x \in I \) and \( e_x = \max(0, E_x - C_x) \) and \( t_x = \max(0, C_x - T_x) \) represent the earliness and tardiness times of \( x \), respectively.

In this paper, a time-indexed formulation for representing the SMSPETP is presented. In addition, five families of valid constraints for time-indexed SMSPETP formulations are proposed in order to obtain better lower bounds.

The rest of this article is organized as follows. The time-indexed formulation for the SMSPETP is presented in Section 2, while the five families of valid constraints for time-indexed SMSPETP formulations are showed in Section 3. Section 4 proposes separations algorithms for these families of constraints. Section 5 presents and discusses the computational results. Finally, Section 6 concludes this work.

2 THE PROPOSED TIME-INDEXED FORMULATION
In [6, 7] were introduced time-indexed formulations of the single machine scheduling problem with distinct deadlines and no
set up times. We adapt these formulations and use the valid constraints of [1] in order to represent the SMSFETP.

Let $H_x = \{x^L, s^L x + 1, \ldots, s^U x\}$ be the set of possible starting dates of job $x \in I$. Let $l_{kh}$ be decision variables such that

$$l_{kh} = \begin{cases} 1, & \text{if job } x \text{ begins at date } h; \\ 0, & \text{otherwise}. \end{cases}$$

In the rest of this work the following notations are used: $\lambda_x = \max(x^L, s^L x)$ and $\lambda_x = \min(x^L, s^L x)$, for all job $x \in I$ and for all number $\lambda \in \Re^+$. As introduced in [7], the cost incurred by the earliness or tardiness of a job $x \in I$ started at date $h$ can be determined by the function

$$g_x(h) = a_x \cdot \max(E - h - P_x, 0) + b_x \cdot \max(h + P_x - T_x, 0), \forall h \in H_x$$

Therefore, a time-indexed formulation for the SMSFETP, denoted by TIF, is given by

$$\min \sum_{x \in I} \sum_{h \in H_x} g_x(h) \cdot l_{kh}$$

s.t.

$$l_{kh} = 1, \forall x \in I$$

$$\sum_{k \in [h - P_x - S_x} \sum_{y \in S_x^{+}} l_{ky} \leq 1, \forall h \in H_x, \forall x \neq y$$

The objective function seeks to minimize the weighted sum of the earliness and tardiness. Constraints (3) assure that each job will be executed only once. Constraints (4) ensure that there is sufficient time to execute a job and prepare the machine before starting the next job. Note that Constraints (4) assume the validity of the triangle inequality given by

$$S_{xy} \leq S_x + P_x + S_y, \forall x, y, z \in I, x \neq y, x \neq z, y \neq z.$$ (6)

### 3 NEW VALID CONSTRAINTS

This section introduces new families of valid constraints for time-indexed formulations of the SMSFETP.

Before presenting the new valid constraints, it is observed that the constraints given by Proposition 3.1 of [1] are also valid for the time-indexed formulations of SMSFETP. These constraints are used to prove the validity of the first family of valid constraints.

**Proposition 3.1 (1).** Given a subset $I' \subseteq I$ such that $|I'| \geq 2$, for all $h \in \bigcup_{x \in I'} H_x$, we have

$$\sum_{x \in I'} \sum_{k \in [h - P_x - S_x, \min_{y \in S_x^{+}}]} l_{kk} \leq 1.$$ (7)

Note that Constraints (4) are obtained from Constraints (7) by considering only the subsets $I' \subseteq I$ such that $|I'| = 2$.

The first family of valid constraints is inspired by [6]. In this work, the authors propose the set of Constraints (8) for time-indexed formulations of scheduling problems without setup time between jobs:

$$\sum_{k \in [h - P_x - S_x, \min_{y \in S_x^{+}}]} l_{kk} + \sum_{y \in S_x^{+}} l_{ykk} \leq 1, \forall x \in I, \forall h \in H_x, \forall \Delta \in \{2 - P_x, \ldots, \max_{y \in S_x^{+}}(P_x + S_y)\}$$

### Proposition 3.2 (Family 1).

Let $I' \subseteq I$ be a subset of jobs such that $|I'| \geq 2$. Given a job $x \in I'$, for all $h \in \bigcup_{y \in I'} H_y$ and all $\Delta \in \{2 - P_x - \min_{y \in I'}(P_y + S_y), \ldots, \max_{y \in I'}(P_y + S_y)\}$,

$$\sum_{k \in [h - P_x - S_x, \min_{y \in I'}]} l_{kk} + \sum_{y \in I'} l_{ykk} \leq 1,$$ (9)

where:

- $I' = \{y \in I' \setminus \{x\} | P_y + S_y \geq \Delta\}$,
- $S_{xy}^{min} = \min_{y \in I'} S_y$ and
- $S_{xy}^{min} = \min(S_{xy} - \Delta - 1 - \min_{z \in I^{+}}(S_{x+z}), 0)$ for all $y \in I'$ (if $I' = \{y\}$, then $S_{xy}^{min} = S_y$).

**Proof.** As job $x$ must be processed once, we have $\epsilon_x \leq 1$. Moreover, we have from Proposition 3.1 that $\sum_{y \in I'} g_y \leq 1$. Suppose there is a feasible scheduling $\pi$ of $I$ in which $\epsilon_x = 1$ and $\sum_{y \in I'} g_y = 1$ for a given $h'$ and a given $\Delta'$. Thus, there is a job $y' \in I'$ such that $\epsilon_y' = 1$. Consequently, $h' - P_y - S_y + 1 \leq S_y^r \leq h' + \Delta' - 1$ and $h' - P_y - S_y + \Delta' \leq S_y^r \leq h'$. Since $S_y^r$ is the starting date of job $x$ in scheduling $\pi$, that is, the machine performs jobs $x$ and $y'$ sequentially. This contradicts the fact that $\pi$ is a feasible scheduling of $I$. □

Note that Constraints (7) are contained in Family 1. In fact, they are obtained by only setting $\Delta = 1$ in Family 1.

The following lemma provides a new set of valid constraints.

**Lemma 3.3. For any subset $I' \subseteq I$, we have**

$$\sum_{x \in I'} \sum_{k \in [h - P_x - S_x, \min_{y \in I'}]} l_{kk} \leq 1, \forall h \in \bigcup_{x \in I'} H_x.$$ (10)

**Proof.** As every job must be processed once, we have $\epsilon_x \leq 1, \forall x \in I'$ and $\forall h \in \bigcup_{x \in I'} H_x$. Suppose there is a feasible scheduling $\pi$ of $I$ such that $\sum_{x \in I'} g_x \geq 1$ for a given $h'$. Therefore, there are two jobs $x_1, x_2 \in I'$ such that $\epsilon_{x_1} = \epsilon_{x_2} = 1$. Consequently, $h' - P_{x_1} - S_{x_1} + 1 \leq S_{x_1}^r \leq h' + P_{x_1} + S_{x_2} - 1$ and $h' - P_{x_2} - S_{x_2} + \Delta' \leq S_{x_2}^r \leq h'$, where $S_{x_1}^r$ is the starting date of job $x$ in scheduling $\pi$, that is, the machine performs jobs $x_1$ and $x_2$ in scheduling $\pi$ simultaneously. This contradicts the fact that $\pi$ is a feasible scheduling of $I$. □

Proposition 3.4 provides another family of valid constraints, named "Family 2". This family contains Constraints (10).

**Proposition 3.4 (Family 2).** Let $I' \subseteq I$ be a subset of jobs such that $|I'| \geq 2$. Given a job $x \in I'$, for all $h \in \bigcup_{x \in I'} H_x$ and all $\Delta \in \{2 - P_x, \ldots, \max_{y \in I'}(P_y + S_y)\}$,

$$\sum_{k \in [h - P_x - S_x, \min_{y \in I'}]} l_{kk} + \sum_{y \in I'} l_{ykk} \leq 1,$$ (11)

where:

- $I' = \{y \in I' \setminus \{x\} | P_y + S_y \geq \Delta\}$,
- $PS_{xy}^{min} = \min_{z \in I^{+}}(P_y + S_y)$ and
- $PS_{xy}^{min} = \min(P_x + S_y, \Delta + 1 - \min_{z \in I^{+}}(P_x + S_y))$ for all $y \in I'$, otherwise.
Since job \( x \) must be performed only once, we have \( \epsilon_x \leq 1 \). Besides it, from Constraints (10) we have \( \sum_{y \in I'} \epsilon_y \leq 1 \). Suppose there is a scheduling \( \pi \) from \( I \) such that \( \epsilon_x = 1 \) and \( \sum_{y \in I'} \epsilon_y = 1 \) to a given date \( h' \) and a given \( \Delta' \). Therefore, there is \( y' \in I' \) such that \( \epsilon_{y'} = 1 \). Consequently, \( h' - \Delta' + 1 \leq s_{x}^{\pi} \leq h' + P_y + S_{x}^{\pi} - 1 \) and \( h' \leq s_{y'}^{\pi} \leq h' + P_y + S_{y'}^{\pi} - \Delta' \), where \( s_{x}^{\pi} \) is the starting date of job \( x \) in scheduling \( \pi \), that is, the machine performs jobs \( x \) and \( y' \) in schedule \( \pi \) simultaneously. This contradicts the fact that \( \pi \) is a feasible scheduling of \( I \).

Constraints (10) are obtained from Family 2 when considering \( \Delta = 1 \). Propositions 3.5, 3.6 and 3.7 provide three more families of valid constraints, which will be named "Family 3", "Family 4" and "Family 5" respectively.

**Proposition 3.5 (Family 3).** For any subset \( I' \subseteq I \) such that \( |I'| \geq 2 \), we have:

\[
\sum_{x \in I'} \left( \min_{y \in I'} \left( \frac{d^{L_B} + P_y + S_y}{y} - 1 \right) \right)_x \leq 1.
\]

**Proof.** According to what has already been discussed, \( \epsilon_x \leq 1 \), \( \forall x \in I' \). Suppose there is a scheduling \( \pi \) of \( I \) such that \( \sum_{x \in I} \epsilon_x > 1 \). Therefore, there are two jobs \( x_1, x_2 \in I' \) such that \( \epsilon_{x_1} = \epsilon_{x_2} = 1 \). Consequently, \( s_{LB}^{x_1} \leq s_{x_1}^{\pi} \leq s_{LB}^{x_1} + P_{x_1} + S_{x_1} - 1 \) and \( s_{LB}^{x_2} \leq s_{LB}^{x_2} + P_{x_2} + S_{x_2} - 1 \), where \( s_{LB}^{x_i} \) is the starting date of job \( x_i \) in scheduling \( \pi \), i.e., the machine performs jobs \( x_1 \) and \( x_2 \) in scheduling \( \pi \) simultaneously. This contradicts the fact that \( \pi \) is a feasible scheduling of \( I \).

**Proposition 3.6 (Family 4).** Given a subset of jobs \( I' \subseteq I \) such that \( |I'| \geq 2 \), if \( TPT^{\pi_{LB}}_{\min} \) denotes the lowest total time required to process all jobs in \( I' \) and \( s_{LB}^{x} = \min_{y \in I'} s_{LB}^{x} \), then

\[
\sum_{x \in I'} \left( \min_{y \in I'} \left( \frac{TP_{x}^{\pi_{LB}}(y) - s_{LB}^{x}}{y} \right) \right)_x \geq 1.
\]

**Proof.** Suppose there is a feasible scheduling \( \pi \) of \( I \) such that \( \epsilon = 0 \). Let \( s_{LB}^{x} \) be the starting date of job \( x \) in scheduling \( \pi \) and \( x' \in I' \) be the last job processed in \( \pi \). Thus, \( s_{LB}^{x'} < TP_{\min}^{\pi_{LB}}(x') + \min_{y \in I'} \left( \frac{s_{LB}^{x} - y}{y} \right) \) and there is an scheduling \( I' \{x' \} \) whose total processing time is lower than \( TPT^{\pi_{LB}}_{\min}(x') \). This contradicts the fact that \( TPT^{\pi_{LB}}_{\min}(x') \) is the lowest total time required to process all jobs in \( I' \{x' \} \).

**Proposition 3.7 (Family 5).** Given a pair of distinct jobs \( x \) and \( y \) in \( I \), for all \( h \in \bigcup_{x \neq y} \left( \min \left( s_{LB, y}^{x}, s_{LB, y}, \ldots, \min \left( s_{LB, y}^{x}, s_{LB, y}^{x} + P_y + S_y - 1 \right) \right) \right) \cap H_x \), we have

\[
\sum_{k=h+P_y+S_y}^{s_{LB}^{x}} l_{yk} \geq l_{hk}.
\]

**Proof.** Suppose there is a feasible scheduling \( \pi \) of \( I \) such that \( \epsilon < l_{kh} \) for a given \( h \) (i.e., such that \( l_{kh} = 1 \) and \( \epsilon = 0 \)). So, \( s_{LB}^{x} = h \) and \( s_{LB}^{y} \leq s_{LB}^{y} < h + P_y + S_y \), where \( s_{LB}^{x} \) denotes the starting date of job \( x \) in scheduling \( \pi \). Since \( s_{LB}^{y} \leq h \leq s_{LB}^{y} + P_y + S_y - 1 \), it follows that \( s_{LB}^{y} + P_y + S_y > s_{LB}^{x} \) and \( s_{LB}^{x} + P_y + S_y > s_{LB}^{y} \), contradicting the fact that \( \pi \) is a feasible scheduling of \( I \).

## 4 SEPARATION ALGORITHMS FOR THE FAMILIES OF PROPOSED CONSTRAINTS

Except Family 5, all families of constraints proposed in Section 3 have an exponential number of constraints (2\( n \) or greater). This fact makes it impossible to fully include these families in the formulations. However, they can be used in cutting-plane algorithms [8]. In short, cutting-plane algorithms are procedures that start from the solution of the linear relaxation of a formulation in which a limited number of constraints are considered and iteratively adds new valid constraints to the problem and solve it, until one stopping criterion is satisfied.

Let PPM be the mathematical programming problem based on time-indexed variables that is updated iteratively in a given cutting-plane algorithm. Consider that \( l^* \) represents an optimal solution of the linear relaxation of the current PPM. Note that \( l^* \) consists of an array of values assigned to the variables \( l_{kh} \), \( \forall x \in I \) and \( \forall h \in H_x \). Due to the large number of constraints in Families 1–4, the simple fact of checking which constraints are violated by \( l^* \) is still an impractical process. The problem of finding, in a set of constraints, those that are violated by \( l^* \) is called a "separation problem".

The separation problem associated with Family 5 is solved exactly by checking all constraints, one by one. On the other hand, the separation problems of Families 1–4 are solved heuristically. Moreover, the separation algorithms seek only the constraint which are the most violated by \( l^* \). Constraints whose violation by \( l^* \) is small are discarded. A constraint of type \( A \times l \leq b \) is violated by \( l^* \) for at least \( \delta > 0 \) units if \( A \times l^* \geq b + \delta \).

The algorithms proposed to solve the separation problems associated with the families of constraints presented in Section 3 are described in the following subsections. Let \( \delta \) represents the minimum violation accepted. Given a solution \( l^* \) for the current PPM, let \( h_{max} = \min \{h \in H_x : l_{kh} > 0\} \) and \( h_{min} = \max \{h \in H_x : l^*_{kh} > 0\} \), \( \forall x \in I \). Furthermore, for each job \( x \in I \), let \( l_{x} = \{y \in I \setminus \{x\} : l_{yx}^\max + P_y + S_y > h_{max} \text{ or } h_{max} + P_x + S_x > h_{min}\} \).

### 4.1 Separation Heuristic for Family 1

The proposed separation heuristic algorithm for Family 1 is described in Algorithm 1. In this algorithm, \( \Omega_1 \) represents the set of constraints violated by \( l^* \). \( l_{hx,h,l,\Delta}(l^*) \) represents the numerical value of the expression \( \epsilon_x + \sum_{y \in I'} \epsilon_y \) related to Proposition 3.2 applied to \( l^* \), for the respective \( x \), \( h \), \( l \) and \( \Delta \).

The jobs are sorted in ascending order by the value of \( h_{min} \). The maximum number of constraints returned by the separation heuristic of Family 1 is given by \( \sum_{x \in I} (h_{max}^x - h_{min}^x + 1) \).

### 4.2 Separation Heuristic for Family 2

Let \( \Omega_2 \) be a subset of Family 2 composed of constraints which are violated by \( l^* \). If \( l_{hx,h,l,\Delta}(l^*) \) represents the numerical value of the expression \( \epsilon_x + \sum_{y \in I'} \epsilon_y \) of Proposition 3.4 applied to \( l^* \), then the proposed heuristic algorithm for the separation problem of Family 2 is analogous to Algorithm 1. The only differences are the range of \( \Delta \) and the function \( l_{hx,h,l,\Delta}(l^*) \), which, in this case, are based on Proposition 3.4.
Input: \( I, h_{\text{max}}, h_{\text{min}}, I, x, S_{x}, h_{x}, h_{l}, \delta \) \( l^* \subseteq I, l^* \subseteq I, \delta \in \mathbb{R} \).
\( \Omega_1 = \emptyset \).
for \( x \in I \) do
  for \( h = h_{\text{max}}, h_{\text{max}} - 1, \cdots, h_{\text{min}} \) do
    \( l' \leftarrow \{x\} \).
    \( h_{l} \leftarrow -\infty; \)
    Update \( \leftarrow \) FALSE;
    while \( l' \neq I \cup \{x\} \) do
      \( g^* \leftarrow 1; \)
      \( h_{l} \leftarrow -\infty; \)
      for \( y \in I \setminus l' \) do
        \( l' \leftarrow l' \cup \{y\}; \)
        for \( \Delta = P_y + S_{y}, P_y + S_{y} - 1, \cdots, 2 - P_x - \min_{z \in I \setminus \{x\}} S_z \) do
          \( l' \leftarrow l' \cup \{y\}; \)
          Update \( \leftarrow \) TRUE;
          Exit the current loop;
          if \( l's_{x, h, r, \Delta}^x \) \( \geq 1 + \delta \) then
            \( \Omega_1 = \Omega_1 \cup \{l's_{x, h, r, \Delta}^x \} \); Update \( \leftarrow \) TRUE;
            Exit the current loop;
          if \( l's_{x, h, r, \Delta}^x > l's \) then
            \( l's \leftarrow l's_{x, h, r, \Delta}^x \);
            \( y^* \leftarrow y; \)
            if Update \( \leftarrow \) TRUE then
              \( l' \leftarrow l' \cup \{y\}; \)
              Exit the current loop;
            else
              \( l' \leftarrow l' \cup \{y\}; \)
            else
              \( l's \leftarrow l's_{x, h, r, \Delta}^x \);
              \( l' \leftarrow l' \cup \{y\}; \)
            Exit the current loop;
          if Update \( \leftarrow \) TRUE then
            \( l' \leftarrow l' \cup \{y\}; \)
            Exit the current loop;
          if \( l's > h_{s_{0}} \) then
            \( l_{s_{0}} \leftarrow l's \);
          else
            Exit the current loop;
          \( l' \leftarrow l' \cup \{y\}; \)
        Exit the current loop;
      Exit the current loop;
    Exit the current loop;
  Exit the current loop;
Return \( \Omega_1 \).

Algorithm 1: Separation Heuristic for Family 1.

4.3 Separation Heuristic for Family 3

The proposed heuristic algorithm for the separation problem of Family 3 is detailed in Algorithm 2. \( \Omega_3 \) represents the set of constraints violated by \( l^* \) found by this algorithm. Let \( l's_{x, h, r, \Delta}^x \) represents the numerical value of the expression \( \sum_{x \in I} e_x \) of Proposition 3.3 applied to \( l^* \), for the respective subset \( l' \subseteq I \).

As in the separation heuristics of Families 1 and 2, the order of investigation of the jobs \( x \in I \) is always given in the increasing order of \( h_{x} \). The maximum number of constraints returned by the separation heuristic of Family 3 is equal to \( n \).

4.4 Separation Heuristic for Family 4

Before presenting the proposed separation for Family 4, it is observed Constraint (13) of Proposition 3.4 is equivalent to Constraint (15) for all subset \( l' \subseteq I \).

\[
\sum_{x \in l'} \left( \epsilon_{l'}^{r} \frac{P_x + S_{x}}{\min_{y \in I \setminus l} S_{y}} - I_{l,h} - |l'| \right) \leq -1.
\]  

Let \( \Omega_4 \) be a subset of Family 4 composed of constraints that are violated by \( l^* \). Let \( l's_{x, h, r, \Delta}^x \) be the numerical value of expression \( \epsilon_{l'}^{r} \) of Constraint (15) applied to \( l^* \), for the respective subset \( l' \subseteq I \).

Input: \( I, l^*, I, S_{x}, h_{s}, \delta \) \( l^* \subseteq I, l^* \subseteq I, \delta \in \mathbb{R} \).
\( \Omega_3 = \emptyset \).
for \( x \in I \) do
  \( l' \leftarrow \{x\}; \)
  \( l's_{0} = -\infty; \)
  Update \( \leftarrow \) FALSE;
  while \( l' \neq I \cup \{x\} \) do
    \( y^* \leftarrow 1; \)
    \( l's_{0} = -\infty; \)
    for \( y \in I \setminus l' \) do
      \( l' \leftarrow l' \cup \{y\}; \)
      if \( l's_{x, h, r, \Delta}^x \geq 1 + \delta \) then
        \( \Omega_3 = \Omega_3 \cup \{l's_{x, h, r, \Delta}^x \} \); Update \( \leftarrow \) TRUE;
        Exit the current loop;
      if \( l's_{x, h, r, \Delta}^x > l's \) then
        \( l's \leftarrow l's_{x, h, r, \Delta}^x \);
        \( y^* \leftarrow y; \)
        if Update \( \leftarrow \) TRUE then
          \( l' \leftarrow l' \cup \{y\}; \)
          Exit the current loop;
        else
          \( l' \leftarrow l' \cup \{y\}; \)
        else
          \( l's \leftarrow l's_{x, h, r, \Delta}^x \);
          \( l' \leftarrow l' \cup \{y\}; \)
        Exit the current loop;
      Exit the current loop;
    Exit the current loop;
  Exit the current loop;
Return \( \Omega_3 \).

Algorithm 2: Separation Heuristic for Family 3.

The heuristic algorithm proposed for the separation problem of Family 4 is similar to that of Family 3. The only difference is in the function \( l's_{x, h, r, \Delta}^x \), which, in this case, is based on Constraint (15). In addition, instead of the exact value of \( TPT_{min}^l \) a lower bound is used for that value. The lower bound is provided by Corollary 4.1, which follows from the results proposed in [4].

**Corollary 4.1.** For every subset \( l' \subseteq I \), the shortest total time required to perform all jobs of \( l' \), that is \( TPT_{min}^l \), is such that

\[
TPT_{min}^l \geq \frac{P_y}{\min_{x \in I \setminus l} S_y} = \max_{x \in I \setminus l} \left( \sum_{x \in I \setminus l} \min_{y \in I \setminus l} S_{y} - \min_{x \in I \setminus l} P_{x} \right).
\]

4.5 Separation Algorithm for Family 5

The separation of Family 5 is solved exactly.

The proposed algorithm for the separation problem of Family 5 is detailed in Algorithm 3. \( \Omega_5 \) represents the set of constraints violated by \( l^* \) found by this algorithm.

5 COMPUTATIONAL RESULTS

This Section presents the computational results obtained with the time-indexed formulation for the SMSPET presented in Section 2, as well as with the different families of constraints proposed in Section 3. The separation algorithms described in Section 4 are used in a cutting plane framework in order to experiment how much they enable to improve the linear relaxation.

The mathematical formulations were implemented and solved through the C++ Concert Technology tool and the IBM ILOG CPLEX Optimization Studio 12.6.2 solver. The separation heuristics used for testing the proposed families of constraints were...
Input: $I$, $s_{LBx}$, $s_{UBx}$ $\forall x \in I$; $l^\star$; $\delta \in R$.

$\Omega_5 \leftarrow \emptyset$;
for $x \in I$ do
  for $h \in \{x\}$ do
    for $y.$alt $\in I \setminus \{x\}$ do
      for $h = \max(s_{LBx}, s_{LBy.$alt})$, $\max(s_{UBx}, s_{UBy.$alt})$ do
        if $\sum_{k=h+P_x+S_y}^{h} l^\star - l_x \geq \delta$ then
          $\Omega_5 = \Omega_5 \cup \{ \sum_{k=h+P_x+S_y}^{h} l_y \geq l_x \}$;
    Return $\Omega_5$.

Algorithm 3: Separation Algorithm for Family 5.

also implemented in C++ language. The experiments were realized on a computer Intel® Xeon(R) CPU E5620 @ 2.40GHz × 16, with 48 GB of RAM and CentOS Linux 7 operation system. CPLEX was configured to use only one thread and the other parameters were not changed. In addition, the algorithms were not optimized for multiprocessing.

A set of instances of [5], involving up to 20 jobs and satisfying the triangle inequality, was used in order to test the proposed formulations. This set contains 16 instances of each value of $n$. For each job $x \in I$, the bounds $s_{LBx}$ and $s_{UBx}$ used for determining the parameter values of each mathematical formulation are the same than in [4].

The cutting-plane algorithm described in Algorithm 4 was used in order to obtain lower bounds to the SMSPETP. The strategy that was used is based on the Variable Neighborhood Descent – VND [2] procedure. It uses a subsecuencing of $m$ separation algorithms proposed in Section 4, where $1 \leq m \leq 5$.

\[
PPM \leftarrow PPM_0;
\]
\[
l^\star \leftarrow \text{solution of PPM};
\]
\[
\delta \leftarrow 0.8;
\]
while $\delta \geq 0.1$ do
  $i \leftarrow 1$;
  while $i \leq m$ do
    Solve the separation problem related to the $i$-th family of constraints for $l^\star$ and $\delta$;
    if there are constraints that are violated by $l^\star$ then
      Add these constraints to the current PPM;
      $l^\star \leftarrow \text{solution of the current PPM};$
      Eliminate from the current PPM the constraints satisfied by $l^\star$ with non-zero slack;
      $i \leftarrow 1$;
    else
      $i \leftarrow i + 1$;
      $\delta \leftarrow \delta / 2$;
  Return $l^\star$.

Algorithm 4: Lower Bound obtained with $m$ families of constraints.

In Algorithm 4, the initial $PPM$ is provided by the $PPM_0$ formulation, defined by Equations (16)–(18).

\[
(PPM_0) \min \sum_{x \in I} \sum_{h \in H_x} g_x(h) \cdot l_{x,h} \quad (16)
\]
\[
s.t. \ \sum_{h \in H_x} l_{x,h} = 1 \quad \forall x \in I \quad (17)
\]
\[
l_{x,h} \in [0, 1] \quad \forall x \in I \text{ and } \forall h \in H_x \quad (18)
\]

Equation (16) represents the objective function of SMSPETP.

Constraints (17) ensure that each job must be executed once.

Given an instance of the problem, the gap of a given lower bound $LB$ with respect to a given integer solution value $f^\star$ is determined by Equation (19):

\[
gap = \frac{f^\star - LB}{f^\star} \times 100. \quad (19)
\]

The lower the value of the gap, the better the lower bound $LB$ is. We consider the best integer solutions from [5] to compute the gaps.

The results are reported in Table 1. In this table, the first column indicates the number of jobs of each set consisting of 16 instances. Columns “TIF” present the results using the linear relaxation of the proposed time-indexed formulation. Columns “Family 1”, “Family 2”, ..., “Family 5” report the results by applying Algorithm 4 with the corresponding separation algorithm. Columns “Family 1–5” show the results by applying the Algorithm 4 with the five proposed separation algorithms in this order: Families 1, 2, 3, 4 and 5. For each set of instances, columns $\text{gap}$ and $\text{time}$ show, respectively, the average gap of the lower bounds (in %) and the average time, in seconds, required for each strategy over the 16 corresponding instances.

According to Table 1, the smallest average gaps obtained with only one family of constraints are Family 1, followed by Families 2, 4, 3 and 5, in this order (this justifies the choice of this sequence of separation algorithms when using all the constraint families). The difference between the average gaps of the lower bounds obtained with Family 1 and the average gaps obtained with Family 2 is relevant. The same happens with the difference between the average gaps of the lower bounds constructed with Families 2 and 4. The larger average times were also observed when using Family 1, followed by the average times required with Family 2. The average times required by Families 3, 4 and 5 were less than 2 seconds. However, the average gaps of the lower bounds constructed with these families of constraints were greater than or equal to 72.00 %.

Also according to Table 1, the average times required to obtain the lower bounds with the Families 1–5 were always higher than the average time required for solving the linear relaxation of the TIF formulation. However, the average gaps of the lower bounds resulting from the application of Algorithm 4 are significantly lower than the average gaps obtained with linear relaxation. The lower gaps of the average gaps obtained with the linear relaxations of the TIF formulation are greater than 37%, while the average gaps obtained by Families 1–5 are less than 6%. The average gap of the lower bounds obtained with the families 1–5 for the instances with 6 jobs are null, that is, the Algorithm 4 has found the optimal whole solutions of these problems. Although it is not shown in Table 1, the Algorithm 4 has found the optimal integer solutions of a total of 87 instances, among them an instance with 20 jobs.

6 CONCLUSIONS

In this work a time-indexed formulation, named TIF, for solving the Single Machine Scheduling Problem with distinct time windows and sequence-dependent setup times (SMSPETP) is proposed. Five new families of valid constraints for time-indexed formulations as well as separation algorithms for these families are also introduced.
Table 1: Results obtained when applying the Algorithm 1 in the instances.

<table>
<thead>
<tr>
<th>n</th>
<th>TIF</th>
<th>Family 1</th>
<th>Family 2</th>
<th>Family 3</th>
<th>Family 4</th>
<th>Family 5</th>
<th>Families 1-5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>gap</td>
<td>time (s)</td>
<td>gap</td>
<td>time (s)</td>
<td>gap</td>
<td>time (s)</td>
<td>gap</td>
</tr>
<tr>
<td>06</td>
<td>57.85</td>
<td>0.25</td>
<td>0.06</td>
<td>0.68</td>
<td>1.39</td>
<td>1.49</td>
<td>84.90</td>
</tr>
<tr>
<td>07</td>
<td>49.03</td>
<td>0.47</td>
<td>0.17</td>
<td>2.95</td>
<td>4.26</td>
<td>5.31</td>
<td>83.77</td>
</tr>
<tr>
<td>08</td>
<td>55.46</td>
<td>0.67</td>
<td>0.44</td>
<td>7.08</td>
<td>8.26</td>
<td>7.86</td>
<td>83.07</td>
</tr>
<tr>
<td>09</td>
<td>56.69</td>
<td>1.01</td>
<td>1.58</td>
<td>14.70</td>
<td>13.01</td>
<td>11.51</td>
<td>89.06</td>
</tr>
<tr>
<td>10</td>
<td>58.47</td>
<td>1.82</td>
<td>0.87</td>
<td>25.63</td>
<td>9.34</td>
<td>27.92</td>
<td>90.86</td>
</tr>
<tr>
<td>11</td>
<td>64.28</td>
<td>2.17</td>
<td>2.60</td>
<td>47.07</td>
<td>14.72</td>
<td>39.07</td>
<td>92.97</td>
</tr>
<tr>
<td>12</td>
<td>68.74</td>
<td>2.83</td>
<td>3.26</td>
<td>77.21</td>
<td>18.58</td>
<td>55.36</td>
<td>89.98</td>
</tr>
<tr>
<td>13</td>
<td>63.79</td>
<td>3.66</td>
<td>3.25</td>
<td>83.64</td>
<td>22.02</td>
<td>54.27</td>
<td>88.43</td>
</tr>
<tr>
<td>14</td>
<td>64.79</td>
<td>6.12</td>
<td>2.16</td>
<td>153.44</td>
<td>17.84</td>
<td>94.49</td>
<td>91.16</td>
</tr>
<tr>
<td>15</td>
<td>70.10</td>
<td>7.35</td>
<td>4.20</td>
<td>195.47</td>
<td>24.44</td>
<td>127.44</td>
<td>91.35</td>
</tr>
<tr>
<td>16</td>
<td>71.55</td>
<td>8.41</td>
<td>5.42</td>
<td>362.04</td>
<td>25.90</td>
<td>187.69</td>
<td>90.84</td>
</tr>
<tr>
<td>17</td>
<td>73.08</td>
<td>11.43</td>
<td>5.24</td>
<td>415.57</td>
<td>26.62</td>
<td>253.60</td>
<td>90.91</td>
</tr>
<tr>
<td>18</td>
<td>69.07</td>
<td>15.26</td>
<td>4.22</td>
<td>516.20</td>
<td>24.91</td>
<td>279.38</td>
<td>92.66</td>
</tr>
<tr>
<td>19</td>
<td>71.70</td>
<td>16.32</td>
<td>4.23</td>
<td>726.58</td>
<td>25.83</td>
<td>397.62</td>
<td>92.51</td>
</tr>
<tr>
<td>20</td>
<td>74.54</td>
<td>23.81</td>
<td>6.34</td>
<td>887.28</td>
<td>26.65</td>
<td>558.24</td>
<td>93.51</td>
</tr>
</tbody>
</table>

CPLEX solver was used to solve the linear relaxation of the proposed mathematical formulation applied to instances with up to 20 jobs.

The main contribution of this work is the proposition of five families of valid constraints for SMSPETP formulations based on time-indexed variables. The proposed separation heuristics for these families were also used to obtain lower bounds for instances with up to 20 jobs. The lower bounds obtained with these heuristics are significantly better than those obtained with the linear relaxation of the mathematical formulation presented in this work. Although the times required to generate such lower bounds are greater than those required by CPLEX to solve linear relaxation, the lower bounds obtained are close, or even equal, to the values of the optimal integer solutions.

It is important to note that the valid constraints proposed for the time-indexed SMSPETP formulations can also be used in many other types of scheduling problems involving sequence-dependent setup times.
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ABSTRACT
This paper addresses supports for evolving design demands of electricity low voltage networks in urban areas. Innovations in how electricity is generated and supplied are required to support transformation of energy systems in response to climate change. We describe a MIP model to support grid upgrade decisions in the context of an energy community in an existing urban setting. We evaluate the MIP model on an adaption of an IEEE radial network benchmark instance augmented with geographic data. We present interesting computational results which suggest additional arcs to be added. Our results highlight potential research opportunities for the network optimisation community to facilitate the desired energy systems transformation challenge.

1 INTRODUCTION
The methods of electrical energy production and distribution are changing in response to climate change concerns and as technological innovations create new opportunities. Consumers can now generate electricity through rooftop photovoltaic (PV) panels, and small rooftop wind turbines [2]. End-users equipped with renewable energy generation are turning pro-active in the distribution system and becoming a so called "prosumer". In future electricity distribution models, any member of the network could potentially generate electricity. We consider the context of an energy community, a geographically close grouping in an urban setting, who wish to collaborate together to share electricity in their local area.

Many challenges and opportunities exist to achieving a transformation of the energy system. In this paper we focus on the problem of deciding how to upgrade an existing local low voltage network to facilitate the operation of the energy community. We contribute a MIP formulation to determine which additional edges could be added to upgrade a distribution system tree topology to form a meshed topology.

We evaluate our model on a 37 node IEEE radial test feeder system [7] under a number of scenarios. We augment the test system with geographic information to create realistic renewable energy test instances. Our results show that the problem becomes more challenging as more prosumers participate in the energy community.

2 ENERGY SYSTEM TRANSFORMATION
The EU Commission’s "Clean Energy for All Europeans” package aims to drive a transformation of the energy system to ensure clean, secure and efficient energy in response to the needs for climate change mitigation actions [4]. Demand for electricity by an end user is currently managed in many jurisdictions through their relationship with an electricity (energy) supplier. Suppliers meet their own total needs by buying from a centrally managed pool. Electricity generators sell the output of their plants to the pool, the electricity can be generated by renewable sources such as wind, or from fossil or nuclear fuels. The electricity is transported from the generators’ sites over the transmission system and finally over the distribution system to the end-users buildings. Approximately 8 - 15% of the power generated is lost through heat loss during transport and distribution This motivates the desire to locate generation nearer to demand sites. The move to more sustainable practices further motivates the focus on increasing the use of Renewable Energy Sources (RES), and decreasing the reliance on fossil and nuclear fuels.

The future decentralised distribution network will be required to facilitate new market practices where certain end/users become electricity generators. Therefore if formerly all the end-users were consumers, now some of them are becoming prosumers. One concept being explored is that of an energy collective to allow participants a more proactive role in power system operation. An energy collective can be viewed as a community-based electricity market structure where prosumers are allowed to share energy at community level [9]. Prosumers may generate more electricity than their needs at some times and may wish to make their excess electricity available to either to their supplier, or in this case, to the local energy community network. At other times they may be self satisfied, or may not produce enough and need to buy electricity from their supplier, or preferably to buy the excess renewable electricity of their neighbours in the energy community network.

The connection topology of traditional centrally controlled electricity grids are generally tree distribution networks. Figure 1 shows the IEEE 37 node radial test feeder topology. The symbol adjacent to node 799 is a type of transformer which acts as on/off switch. The symbol between nodes 709 and 775 is a transformer to control voltage levels. We have added a compass rose to show how we interpret the direction orientation of the test network.

As community energy collectives evolve, upgrade of the local low voltage distribution network may be warranted. The evolution of electricity grid tree topologies mirrors that of telecommunications networks, when connectivity constraints were added to meet reliability concerns. In turn ring bounds can be considered to limit flow (and loss) in network cycles [3, 6]. Many of the (telecommunications) network design models and solution techniques are transferable to address the needs of smart grid topology design. Similar ideas in adapting network topology design models are used in wind farm cabling problems in [5].

An additional challenge to understanding the requirements of future local electricity networks is the move toward the electrification of heat and transport in climate change mitigation actions. These demands will push the demand for electricity upwards
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and may require significant network reinforcement. In contrast, retrofitting of building with modern (thermo) efficient materials and the use of more efficient white goods counter balance somewhat to decrease electricity (and total energy) demand. Estimates of the uptake of RES further complicate estimates of future network needs. An understanding of potential electricity flow in energy collectives will provide increased understanding for transmission and distribution system operators.

3 SMART GRID LOW VOLTAGE UPGRADE MIP MODEL

Consider an existent electricity low voltage distribution network in an urban area modelled as $G = (N, A)$ for a set of $n$ locations $N = \{1, \ldots, n\}$ such that the topology is a tree rooted at a substation $n_0$. Electricity flows according to the laws of physics and can be controlled by controller devices. Historically electricity flowed from the substation in response to consumer demand so that graphs were considered to be directed. We make some simplifying assumptions to handle nonlinear alternating current flow. Smart wire technology in development may make these assumptions realistic in the near future [8].

Consider that the set $N \setminus n_0$ is partitioned into sets $C$ of the end-users who remain consumers and set $P$ of the new prosumers. Electricity can flow from the prosumer back into the distribution network without the need for additional arcs, the flow can be controlled and monitored by switching devices. Hence we can assume the existent network is modelled by $\bar{G} = (N, E)$

We consider a time horizon $T$. Each end-user $i \in N \setminus n_0$ consumes a certain amount $EC_i^t$ of energy at time $t$. We treat the substation root node as a prosumer in the sense that they can both provide and accept electricity. Each prosumer $i \in P$ generates a certain amount $EG_i^t$ of energy at time $t$. At each time $t$, the energy demand $Q_i^t$ for each consumer $i \in C$ is $Q_i^t = -EC_i^t$. At each time $t$, the energy demand $Q_i^t$ for each prosumer $i \in P$ is $Q_i^t = EG_i^t - EC_i^t$. If this value is zero the prosumer is self-satisfied. If $Q_i^t > 0$ the prosumer has an excess of electricity and sells electricity to the community network. If $Q_i^t < 0$ the prosumer has insufficient electricity and buys electricity, preferably from the community network but otherwise from their supplier.

We assume that the community network needs can be satisfied. Therefore at each time, the substation node $n_0$ either provides or accepts energy:

$$\sum_{i \in C \setminus \{n_0\}} Q_i^t < 0 \text{ or } \sum_{i \in C \setminus \{n_0\}} Q_i^t > 0,$$

Finally constraints (8) and (9) define the variables domain.

$$\text{subject to } \sum_{i \in N} (a_{ij} + x_{ij}) \geq 1, \quad j \in C \quad (2)$$

$$\sum_{i \in N} (a_{ij} + x_{ij}) \geq 1, \quad j \in P \quad (3)$$

$$\sum_{i \in N} (a_{ji} + x_{ji}) \geq 1, \quad j \in P \quad (4)$$

$$\sum_{i \in N} y_{ij}^t + (1 + L)Q_i^t = \sum_{i \in N} y_{ji}^t, \quad j \in N, \ t \in T \quad (5)$$

$$y_{ij}^t \leq Q(a_{ij} + x_{ij}), \quad (i, j) \in A \quad (6)$$

$$a_{ij} + x_{ij} + a_{ji} + x_{ji} \leq 1, \quad i, j \in N \quad (7)$$

$$x_{ij} \in \{0, 1\}, \quad (i, j) \in A \quad (8)$$

$$y_{ij}^t \geq 0, \quad (i, j) \in A, \ t \in T \quad (9)$$

Let $c_{ij}$ be the cost of installing additional arc $ij \in A$ in the upgrade network. Eq (1) is the objective function which minimises the cost of additional edges in the upgrade as well as minimising the overall flow of electricity. This will have the effect of fostering flow between geographically close neighbours, which in turn reduces transmission losses. Inequality (2) ensures all consumers are connected to the network to receive energy over an existing arc, and possibly through an additional new arc. Inequalities (3) and (4) ensure all prosumers are connected to the network by an existing arc and possibly through an additional new arc. Prosumers have the possibility of both receiving electricity, and of offering their excess to the network. Equalities (5) are the flow conservation constraints and take into account possible energy losses by a percentage factor $L, 0.08 \leq L \leq 0.15$. Inequalities (6) are the variables linking constraints and limit for a maximum flow in any connection of the network. Inequalities (7) say we do not install a new arc between two locations if there is an existing link in the network, this means we restrict to one the number of connections between any two locations. Finally constraints (8) and (9) define the variables domain.
In addition, we can add clique inequalities for any subset of consumers. For any clique of size three, $C_3 = \{i, j, k\} \subseteq C$, the following is valid:

$$\sum_{(t, m) \in C_3} (a_{tm} + x_{tm}) \leq |C_3| - 1 = 2.$$  

These inequalities say that for any clique $C_c \subset C$ the number of connections is restricted to $|C_c| - 1$. Restricting the number of locations in the clique avoids cycles between any set of consumers. The clique inequalities are inserted for subsets of consumers where the existing arcs are sufficient to ensure the energy flow distribution. Recall that the existing topology is a tree. New arcs are added to improve the energy flow mainly for prosumers that must have the opportunity to distribute their energy in the network. In the case of prosumers, a cycle is allowed in the solution.

4 TEST INSTANCES AND SCENARIOS

We augment the IEEE 37 node test instances with geographic information for two locations, Dublin, Ireland and Aveiro, Portugal. We simply overlay the IEEE system on geographic maps and extract GPS coordinates of the locations. This gives us two test instances where we can estimate distances between nodes using the haversine formula as a proxy for $c_{ij}$.

Dublin, Ireland lies at latitude 53.4°N and longitude 6.3°W. It has a temperate climate with pronounced variation between the number of hours of daylight in winter and summer. Hence the amount of electricity generated by PV per season is quite variable [1]. In addition, the east-west orientation of some buildings offers less potential than those with southerly facing aspects. We evaluate two potential seasonal scenarios for the Dublin location; one in summer (with daylight hours 7.00 - 20.00) and the other in winter (with daylight hours 9.00 - 16.00). We create representative load profiles for Dublin using data from the Retail Market Design Service [10] allowing a proportion of the nodes to act as prosumers. Sample profiles are shown in Figure 2.

We performed computational experiments to assess the performance of the compact model and the quality of the obtained solutions with and without the clique constraints for sets of three consumers. The use of these valid inequalities greatly improves the solution quality, but at a slight expense in computational time. For example, for the instance Aveiro with $L = 8\%$ and $P = 25\%$ the Gap = $(BestMIP - BestBound)/BestMIP$ improves from 0.39 to 0.17. Therefore we use the IP model with the clique valid inequalities for all sets of consumers of size three. We allowed a maximum run time of 3 hours for the more challenging instances.

Table 1 shows sample results. From left to right we show the information about the problem instance (Name of the instance, Loss percentage, Prosumers percentage), followed by details of the IP model B&B search obtained for a time limit of three hours (problem status, BestBound value corresponds to the best lower bound obtained, BestMIP value corresponds to the best feasible integer solution, the corresponding Gap value, the number of the nodes in the B&B search procedure, the computational time in seconds and the number of new arc flows to be installed determined by the best MIP solution).

Figure 3 shows sample solution topologies. Existing edges are shown in black, and proposed additional arcs in red. We see the evolution from tree to more resilient meshed networks. Figure 3a shows the best solution found for Aveiro with 30% Prosumers, and a loss factor of 15%. Figure 3b shows the best solution found for Dublin with 25% Prosumers, and a loss factor of 8%.

We see that problem instances with a low percentage of prosumers are solved to optimality in relatively short run times. As the proportion of prosumers increases the test instances become more difficult to solve. There is an increase in the solution values as the loss factor increases. The initial LP relaxation is quite weak. The Dublin Winter instances are solved to optimality, and reflect the low availability of excess electricity from prosumers. In contrast, the Aveiro and Dublin Summer instances are more challenging problems when excess electricity from prosumers is available to satisfy consumers in the community, or to return to the grid via the substation root node.

6 CONCLUSIONS

In this paper we have described a smart grid topology problem which focuses on augmenting the grid topology in order to take into account new demands as some energy consumers become energy producers: prosumers. We propose a MIP model to augment the existent grid topology and identify which potential arcs could be added to support new electricity flows. The computational results show that the run times are short when the
Figure 3: Sample Smart Grid Solutions.

(a) Aveiro, 30% Prosumers, loss 15%.

(b) Dublin, 25% Prosumers, loss 8%
percentage of prosumers and Loss factor are low. The problem instances get harder as these parameter values are increased.

Our MIP model yields interesting results that could be used by distribution system operators and energy collectives to explore the potential of solar PV to meet RES targets and sustainability objectives. Our models could be used to perform cost benefit analysis of upgrades, or to understand potential electricity exchange flows in the network, and to understand where devices to control and record the electricity flows may need to be added.

There is potential for future work to improve the MIP model with additional valid inequalities. Other variants of the model could focus on rewarding prosumers with a higher price for excess electricity shared among the energy community, compared with excess returned to the grid via the substation root node, or alternatively new reverse arcs from prosumers to the substation may not be considered. In our computational experiments, we used a distance measure as a proxy for the arc installation costs $c_{ij}$ in Eq (1), and no financial penalty or reward for flows within the community network. Further evaluation of the model could test weightings and alternative costs of the objective function components. In addition, since the arc installation costs substan-

tial exceed network flow costs, a hierarchical model could provide a useful alternative to evaluate potential scenarios.

In our computational tests, we allowed a certain proportion of the nodes to act as prosumers and assumed a 2kW panel/prosumer. In further testing we may choose to only allow those nodes with high potential for solar PV to act as prosumers, i.e., those nodes with south or west facing orientations should be selected to serve the energy community, rather than those with east-west orientations, and decisions on the size of the PV panel could be con-

sidered. Such choices are of interest to policy makers and give rise to questions on the social acceptance of energy community designs.

Finally, as noted, the resulting meshed networks are more resilient, but give rise to more complex management problems such as those seen in works on bounded rings in telecommunication networks. A research agenda in the network optimisation community to share and exploit its learnings on network design and evolution could help advance the energy transformation and provides many interesting research opportunities.
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ABSTRACT

Ideally, the network should be dynamically reconfigured as traffic evolves. Unfortunately, even in SDN paradigm, network reconfigurations cannot be too frequent due to a number of reasons related to route stability, forwarding rules instantiation, individual flows dynamics, traffic monitoring overhead, etc.

In this paper, we focus on the fundamental problem of deciding whether, when, and how to reconfigure the network during traffic evolution. We consider a problem of optimizing semi-stable routing in the capacitated multicommodity flow network when one may use at most a given maximum number of routing configurations (called clusters) and when each routing configuration must be used for at least a given minimum amount of time.

We propose a solution method based on cluster generation that provides a good lower bound on the minimum network delay (i.e., the total of link delays) and scales well with the size of the network.

1 INTRODUCTION

The dynamic nature of network traffic caused by daily fluctuations is the origin of a crucial trade-off between routing optimality and frequency of network reconfiguration. Nevertheless, network operators have traditionally privileged routing stability by resorting to approaches, like oblivious routing [1] and robust routing [9, 15, 16], that apply static routing designs based on "worst case" traffic conditions. This unavoidably creates over-provisioning and suboptimal utilisation of network capacity.

Recently, Software-Defined Networking (SDN) has provided tools for making online network reconfiguration a potentially viable solution: dynamic routing reconfigurations can be applied at the network devices to optimize performance as the traffic evolves [4, 7, 8, 12]. However, reconfiguring the network too frequently can in general affect its stability since reprogramming flow rules can take longer than the reconfiguration period.

A group of hybrid approaches [2, 5, 13, 14, 17], often referred to as semi-stable routing, have been recently proposed to combine static and dynamic routing. Considering a limited set of routing configurations, each designed and activated during specific time intervals, allows for reducing the penalty of using the "worst case" traffic conditions, and, simultaneously, for controlling the reconfiguration frequency. As a result, the optimization problem of selecting a sequence of routing configurations, and timepoints when the consecutive routing configurations must be activated, arises.

In this paper we consider the problem of optimizing routing in the capacitated multicommodity flow network, in which demand volumes change periodically over an ordered set of timepoints. Following the semi-stable routing approach, we analyse a specific version of the problem where one may use at most a given maximum number of routing configurations and where each routing configuration must be used for at least a given minimum number of consecutive timepoints, in order to meet the maximum network reconfiguration frequency constraint. Referring to a set of consecutive timepoints as a (timepoint) cluster, we name this problem the semi-stable routing cluster design problem (SSRCDP). In SSRCDP the optimization objective is to minimize the network delay, i.e., the sum of timepoint delays (over all timepoints) where for a single timepoint its delay is defined as the sum of the link delays. Although we have chosen the delay metric, the solution method we propose is general enough to cope with other types of the congestion metric.

The works on semi-stable routing available in the literature usually exhibit one of the following limitations: (i) they ignore the time domain by not providing any limit on the reconfiguration rate [2, 14, 17], (ii) the number of created clusters is limited and reconfiguration timepoints are arbitrary [2, 5]. Other semi-stable approaches have more recently been proposed to overcome these limitations [3, 11]. In particular, the techniques presented there compute a set of routing configurations that can be combined together to generate a routing configuration for a new traffic realization. However, combining multiple configurations may generate a large number of paths and flow split ratios that might not be feasible to handle by network devices.

For SSRCDP we propose a solution method based on cluster generation that delivers provably near-optimal solutions, i.e., it also provides a good lower bound of the network delay. In addition, this method scales well with the size of the network and can be effectively applied to networks of large sizes. The problem formulation, the solution method, and an illustrative realistic numerical example are presented below.
2 PROBLEM FORMULATION

The notation used in the paper, summarized in Table 1, is as follows. Let the capacitated multimmodity flow network be modeled with a graph $G = (V', E, D)$, where $V'$ is the set of nodes and $E$ is the set of (directed) links (where $c(e) \geq 0, e \in E$, is the capacity of link $e$). $D$ is the set of (directed) demands, where $o(d), t(d), d \in D$, are the originating and terminating node, respectively, of demand $d$. Next, let $P(d)$ be a given set of (routing) paths in graph $G$ that are admissible for demand $d, d \in D$, (each path $p \in P(d)$ connects the demand’s origin $o(d)$ with its termination $t(d)$). (Below, $P$ will denote the set of all admissible paths, i.e., $P := \bigcup_{d \in D} P(d)$.) Additionally, let $Q(e, d) \subseteq P(d), e \in E, d \in D$, denote the set of admissible paths of demand $d$ that use link $e$. Finally, let $T := \{0, 1, \ldots, T - 1\}$ be the set of consecutive timepoints, and let $h(d, t) \geq 0, d \in D, t \in T$, be the volume of demand $d$ to be realized at timepoint $t$.

We assume that a routing configuration is defined by vector $x := (x_{dp})_{d \in D, p \in P(d)}$, where $x_{dp}$ is the fraction (i.e., $x_{dp} \in [0,1]$) of the volume of demand $d$ that is assigned to path $p$. The following condition must thus hold:

$$\sum_{p \in P(d)} x_{dp} = 1 \quad d \in D. \quad (1)$$

Then, if routing configuration $x$ is used at timepoint $t \in T$, the utilization $w_t(x)$ of link $e$ at $t$ is defined as:

$$w_t^e(x) := \frac{1}{\tau_e}\sum_{p \in Q(e,d)} h(d,1) x_{dp} \quad e \in E. \quad (2)$$

Note that the quantity $\sum_{p \in Q(e,d)} h(d,1) x_{dp}$ in the right-hand side of definition (2) expresses the load of link $e$ at timepoint $t$. Further, let $F : [0, +\infty) \to [0, +\infty)$ be an increasing convex piece-wise linear function with $F(0) = 0$. We will call $F(w)$ the delay function (see [6, 10]) as it is supposed to measure the packet delay on a link for a given link utilization $w$. Finally, the quantity $z_t^e(x) := \sum_{e \in E} F(w_t^e(x)) \quad (3)$

will be called the timepoint delay at timepoint $t$.

We may now introduce the notion of a cluster $C(t, l)$ with parameters $t$ (in which the cluster starts) and $l$ (length of the cluster). Namely, $C(t, l)$ is the set of $l$ consecutive timepoints that start at timepoint $t$. Hence, $C(t, l) := \{t, t+1, \ldots, t+(l-1)\}$, where $\oplus$ denotes addition modulo $T$ (i.e., the timepoints are counted modulo $T$). For a given cluster $C = C(t, l)$, let $C(t) = \emptyset$ and $l(C) = l$ denote, respectively, the start and the length of $C$.

Suppose that the same routing configuration (denoted by $x(C) \in x(C)_{dp} \in D, p \in P(d)$) is used for all timepoints of cluster $C$. Then, we will call $C$ a (stable) routing cluster. For a routing cluster $C$ and a given routing configuration $x$, the quantity $z(C, x) := \sum_{C \in C} z_t^e(x) \quad (4)$

will be referred to as cluster delay (of cluster $C$ under routing configuration $x$). The minimum cluster delay (i.e., the value of $z(C, x)$ minimized over all routing configurations $x$) will be denoted by $Z(C)$.

The semi-stable routing cluster design problem (SSRCDP) we consider is: given $\mathcal{G}, \mathcal{P}, D, T$, and a pair of positive integer numbers $N \leq T$ and $L \leq T$, find a partition $\mathcal{R}$ of the set of timepoints $T$ into at most $N$ (non-empty) routing clusters, each of length at least $L$ (i.e., $|\mathcal{R}| \geq L, \mathcal{R} \in \mathcal{R}$), and find a routing configuration $x(\mathcal{R})$ for each routing cluster $\mathcal{R} \in \mathcal{R}$, so as to minimize the network delay $Z(\mathcal{R}) := \sum_{\mathcal{R} \in \mathcal{R}} Z(\mathcal{R})$. In the following, the minimum value of the total maximal network utilization resulting from SSRCDP will be denoted by $Z^\ast$. Note that the assumptions on $N, L, T$ imply that $N \leq \frac{T}{L}$, and hence $N \leq \lfloor \frac{T}{L} \rfloor$.

3 SOLUTION FORMULATION

3.1 The fixed partition subcase

We start with the following observation. If the sets forming a partition $\mathcal{R}$ of set $T$ were given and fixed, SSRCDP would reduce to finding a routing configuration $x(\mathcal{R})$ minimizing $Z(\mathcal{R})$ for each cluster $\mathcal{R} \in \mathcal{R}$, and this could be done independently for each cluster. Thus, we first analyse the problem of finding an optimal routing configuration for a given cluster. We aim, in particular, at deriving some properties that can be useful in formulating and solving the original semi-stable routing cluster design problem.

Finding an optimal routing configuration for a given set of (not necessarily consecutive) timepoints $U \subseteq T$ is identical to a well-known problem of finding an optimal routing configuration for a given set of traffic matrices. Such a routing problem (denoted by $RP(U)$) consists in finding a single routing configuration $x(U)$ that minimizes the sum of timepoint delays over $U$:

**Problem $RP(U)$**

$$Z(U) = \min \sum_{t \in U} \left( \sum_{e \in E} z_t^e(x_t^e(U)) \right) \quad (5a)$$

$$\sum_{e \in E} x_{dp} = 1 \quad d \in D \quad (5b)$$

$$w_{dp} \geq \frac{1}{\tau_e} \sum_{e \in E} x_{dp} h(d, 1) x_{dp} \quad t \in U, \quad e \in E \quad (5c)$$

$$z_t^e = a(k) w_t^e + b(k) \quad t \in U, \quad e \in E, \quad k \in K \quad (5d)$$

$$x_{dp} \in [0, 1] \quad d \in D, \quad p \in P(d) \quad (5e)$$

$$Z(U) = \min \sum_{t \in U} \left( \sum_{e \in E} z_t^e(x_t^e(U)) \right) \quad (5a)$$

$$\sum_{e \in E} x_{dp} = 1 \quad d \in D \quad (5b)$$

$$w_{dp} \geq \frac{1}{\tau_e} \sum_{e \in E} x_{dp} h(d, 1) x_{dp} \quad t \in U, \quad e \in E \quad (5c)$$

$$z_t^e = a(k) w_t^e + b(k) \quad t \in U, \quad e \in E, \quad k \in K \quad (5d)$$

$$x_{dp} \in [0, 1] \quad d \in D, \quad p \in P(d) \quad (5e)$$

Above, variables $x_{dp}, \quad d \in D, \quad p \in P(d)$, define a routing configuration $x(U)$ common for all timepoints in $U$, variables $w_t^e, \quad t \in U, \quad e \in E$, express link utilizations at the timepoints in $U$, and variables $z_t^e, \quad t \in U, \quad e \in E$, specify the corresponding link delays. In (5d), parameters $a(k), b(k), k \in K := \{1, 2, \ldots, K\}$, define the delay function $F(z) := \max(a(k)z + b(k)) : k \in K$, where $b(1) = 0 > b(2) > \ldots > b(K), 0 < a(1) < a(2) < \ldots < a(K)$.

Note that $RP(U)$ is a linear programming (LP) problem in a non-compact formulation that can be easily solved to optimality (even for large networks) using the column (path) generation approach based on a shortest path algorithm: to generate a new path $p \in P(d)$ for demand $d \in D$ and price out a new variable $x_{dp}$ one has to find a shortest path in graph $G$ between the end nodes of $d$, with the costs of links equal to $\frac{1}{\tau_e} \sum_{e \in E} h(d, 1) x_{dp}^e, \quad e \in E$, where $x_{dp}^e$ are optimal dual variables associated with constraint (5c). A path is added to the problem if its cost is less than $\lambda d$ – optimal dual variable associated with constraint (5b). Observe that $RP(U)$ can alternatively be formulated as an LP problem in a compact way, using the node-link notation with link flows (instead of path flows) that does not require column generation.

We end this section with the following observation.

**Remark 1.** For any two sets $U', U$ such that $U' \subseteq U \subseteq T$, the inequality

$$Z(U') \leq \sum_{t \in U'} z_t^e(x_t^e(U')) \quad (6)$$

holds, where $x(U')$ and $z_t^e(x_t^e(U'))$, $t \in \mathcal{U}$, are defined by (2). The reason is that if $Z(U)$ would be larger than $\sum_{t \in U'} z_t^e(x_t^e(U'))$, then the routing configuration $x(U')$, when applied to $U'$, would decrease the value of $Z(U')$. Clearly, when $U = U'$ then the right hand side of (6) is equal to $Z(U')$. 


### Table 1: Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{G} = (V, E, D) )</td>
<td>network graph, ( V ) – set of nodes, ( E ) – set of (directed) links, ( D ) – set of (directed) demands</td>
</tr>
<tr>
<td>( \mathcal{T} = {0, 1, \ldots, T-1} )</td>
<td>set of timepoints</td>
</tr>
<tr>
<td>( c(e) )</td>
<td>capacity of link ( e ) (( e \in E ))</td>
</tr>
<tr>
<td>( h(d, t) )</td>
<td>volume of demand ( d ) to be realized in timepoint ( t ) (( d \in D, t \in T ))</td>
</tr>
<tr>
<td>( o(d), t(d) )</td>
<td>originating node and terminating node, respectively, of demand ( d \in D )</td>
</tr>
<tr>
<td>( \mathcal{P}(d) )</td>
<td>set of admissible (routing) paths for demand ( d \in D )</td>
</tr>
<tr>
<td>( Q(d) )</td>
<td>set of paths in ( \mathcal{P}(d) ) that contain link ( e ) (( e \in E, d \in D ))</td>
</tr>
<tr>
<td>( \mathcal{P} = \bigcup_{d \in D} \mathcal{P}(d) )</td>
<td>routing configuration (vector of path flows)</td>
</tr>
<tr>
<td>( w_l(x) )</td>
<td>utilization of link ( l ) at timepoint ( t ) and the corresponding delay ( z^t(x) )</td>
</tr>
<tr>
<td>( t(C), l(C) )</td>
<td>starting timepoint and length (respectively) of cluster ( C ) (( t(C) \in \mathcal{T}, l(C) \in {1, 2, \ldots, T} ))</td>
</tr>
<tr>
<td>( C(t, l) )</td>
<td>cluster with ( t(C) = t, l(C) = l ). ( C(t, l) = {t, t+1, \ldots, t+(l-1)} ) (( t ) denotes addition modulo ( T ))</td>
</tr>
<tr>
<td>( \mathfrak{H} )</td>
<td>family of (routing) clusters (( C \in \mathfrak{H} ))</td>
</tr>
<tr>
<td>( x(C) )</td>
<td>routing configuration used in routing cluster ( C )</td>
</tr>
<tr>
<td>( z(C, x) = \sum_{t \in C} z^t(x) )</td>
<td>cluster delay for cluster ( C ) with routing configuration ( x )</td>
</tr>
<tr>
<td>( Z(C) )</td>
<td>cluster delay of ( C ) minimized over all routing configurations ( x ) (( Z(C) ) is a solution of ( \text{RP}(C) ))</td>
</tr>
<tr>
<td>( Z(C</td>
<td>\infty) = \sum_{t \in C} Z(t</td>
</tr>
<tr>
<td>( z(\mathfrak{R}) = \sum_{R \in \mathfrak{R}} z(R, x(\mathfrak{R})) )</td>
<td>network delay for partition ( \mathfrak{R} ) (with routing configurations ( x(\mathfrak{R}) ), ( R \in \mathfrak{R} ))</td>
</tr>
<tr>
<td>( Z(\mathfrak{R}) = \sum_{R \in \mathfrak{R}} Z(R) )</td>
<td>minimum network delay for partition ( \mathfrak{R} )</td>
</tr>
<tr>
<td>( \mathcal{RRCDP} )</td>
<td>semi-stable routing design problem</td>
</tr>
<tr>
<td>( Z^* )</td>
<td>minimum of ( Z(\mathfrak{R}) ) over all partitions ( \mathfrak{R} ) (( Z^* ) is the optimal solution value of ( \mathcal{RRCDP} ))</td>
</tr>
<tr>
<td>( \text{RP}(\mathcal{U}) )</td>
<td>routing problem for ( \mathcal{U} \subseteq \mathcal{T} ) (finding routing configuration realizing ( Z(\mathcal{U}) ))</td>
</tr>
<tr>
<td>( \text{APP}(\mathfrak{C}) )</td>
<td>approximative partitioning problem using control cluster family ( \mathfrak{C} )</td>
</tr>
<tr>
<td>( \mathcal{B}(\mathfrak{C}) )</td>
<td>family of routing clusters solving ( \text{APP}(\mathfrak{C}) )</td>
</tr>
<tr>
<td>( Y(\mathfrak{C}) )</td>
<td>minimum objective value of ( \text{APP}(\mathfrak{C}) ) (lower bound for ( \mathcal{RRCDP} ))</td>
</tr>
<tr>
<td>( \mathcal{B}, \mathcal{Z}, \mathcal{R} )</td>
<td>( \mathcal{B} = {0, 1}, \mathcal{Z} = {0, 1, \ldots}, \mathcal{R} ) non-negative real numbers</td>
</tr>
</tbody>
</table>

### 3.2 Approximation problem

The suboptimal approach to \( \mathcal{RRCDP} \) presented below consists in formulating an optimization problem that determines a suboptimal partition of the set of timepoints \( \mathcal{T} \) into a family \( \mathcal{B} \) of clusters, where for each \( R \in \mathcal{B} \), an optimal routing configuration \( x^*(R) \) will then be found by solving problem \( \text{RP}(R) \).

Let \( u^t \) (\( t \in \mathcal{T} \)) be a binary variable that equals \( 1 \) if, and only if, \( t \) is a start of a routing cluster, and \( 0 \) otherwise, and let \( y^t \) (\( t \in \mathcal{T} \)) be a continuous variable that approximates (from below) the minimum timepoint delay at \( t \). Let \( \mathcal{C} \) be a fixed subfamily of the family of all timepoint clusters (below the family \( \mathcal{C} \) will be called a control family of control clusters), and let \( Z(C|\infty) := \sum_{t \in C} Z(t|1) \) for each \( C \in \mathcal{C} \).

The approximate partitioning problem \( \text{APP}(\mathfrak{C}) \) of finding a partition \( \mathfrak{B} \) of the set of timepoints \( \mathcal{T} \) into routing clusters that minimizes the approximated network delay is as follows:

**Problem \( \text{APP}(\mathfrak{C}) \)**

\[
\begin{align*}
Y(\mathfrak{C}) &= \min \sum_{t \in \mathcal{T}} y^t \quad \text{(7a)} \\
\sum_{t \in \mathcal{T}} u^t &\leq N \quad \text{(7b)} \\
\sum_{0 \leq k \leq L-1} u^{t \oplus k} &\leq 1 \quad t \in \mathcal{T} \quad \text{(7c)} \\
U^C &= \sum_{t \leq k < l(C)} u^{t \oplus (C|k)} \quad C \in \mathcal{C} \quad \text{(7d)} \\
Y^C &= \sum_{C \in \mathcal{C}} y^C \quad C \in \mathcal{C} \quad \text{(7e)} \\
y^t &\geq Z(t|1) \quad t \in \mathcal{T} \quad \text{(7f)} \\
Y^C \geq Z(C) + (Z(\mathcal{C}|\infty) - Z(C)) \cdot U^C \quad C \in \mathcal{C} \quad \text{(7g)} 
\end{align*}
\]
by Remark 1, implies inequality $\sum_{t \in C} z^t(x(R)) \geq Z(C)$. This means that for $U^C = 0$ the inequality in (7g) is valid.

Next, since $A(1) = Z(C|\infty)$, for $U^C = 1$, inequality in (7g) reduces to $\sum_{t \in C} y^t \geq Z(C|\infty)$, which, as mentioned above, is already implied by (7b). This means that in this case (7g) is valid as well. Moreover, since $A$ is non-increasing, $A(U) \leq A(1)$ for $U > 1$ and this means that (7g) is valid for all $U^C > 1$. Thus, (7g) is valid for all possible values of $U^C$, and this finally implies that $APP(\epsilon)$ is a relaxation of SSRCDP so that its optimal solution value $Y(\epsilon)$ is a lower bound for the minimum network delay $Z^*$. Observe that the reason for using the particular form of the inequality in (7g) is that it is stronger than inequality
\[ \sum_{t \in C} y^t \geq Z(C)(1 - U^C) \quad \epsilon \in \epsilon \tag{8} \]
as far as the linear relaxation of APP(\epsilon) is concerned.

In order to find a (sub)optimal solution of SSRCDP we can first solve APP(\epsilon) for a given control family \( \epsilon \), for example for the family of all clusters with length not greater than \( L \). Then, we can solve the routing problem RP(R) for each \( R \in \mathcal{R}(\epsilon) \), where \( \mathcal{R}(\epsilon) \) denotes the partition of \( T \) resulting from solving APP(\epsilon), and determine \( Z(\mathcal{R}(\epsilon)) \), i.e., the minimum of the network delay for partition \( \mathcal{R}(\epsilon) \). An issue is, however, how to find a way for extending the current family \( \epsilon \) in order to decrease the so obtained \( Z(\mathcal{R}(\epsilon)) \). The following three basic properties of formulation APP(\epsilon) will help to resolve this issue.

**Property 1.** Let \( \epsilon \) be an arbitrary family of clusters for the set of timepoints \( T \). For any partition \( R \) of \( T \) into at most \( N \) routing clusters with length at least \( L \) each, there exists a feasible solution \( u = (u^t)_{t \in T}, y = (y^t)_{t \in T} \) of problem APP(\epsilon) that defines the partition \( R \) and such that for each \( R \in \mathcal{R}(\epsilon), y^t = z^t(x(R)), t \in T \), i.e., \( y^t \) is equal to the delay at timepoint \( t \) implied by the routing scheme \( x(R) \) of the routing cluster \( R \).

Proof. For each \( t \in T \) we put \( u^t = 1 \) if \( t = t(R) \) for some \( R \in \mathcal{R}(\epsilon) \), otherwise, we put \( u^t = 0 \). Clearly, the so obtained vector \( u \) satisfies constraints (7b), (7c) and uniquely defines the partition \( R \). Also, the vector \( y \) specified in the thesis of the proposition is feasible for APP(\epsilon) since, as explained above, inequalities (7f) and (7g) are valid for any routing family \( \epsilon \) in question.

**Property 2.** Let \( \mathcal{R}(\epsilon) \) be the family of clusters determined by an optimal solution of APP(\epsilon), i.e., by \( u^* \). Then,
\[ Y(\epsilon) \leq Z^* \leq Z(\mathcal{R}(\epsilon)), \tag{9} \]
where \( Y(\epsilon) = \sum_{t \in T} y^{t^*} \) is the optimal objective of APP(\epsilon), \( Z^* \) is the optimal objective of SSRCDP (i.e., the minimum network delay), and \( Z(\mathcal{R}(\epsilon)) = \sum_{R \in \mathcal{R}(\epsilon)} Z(R) \).

Proof. Inequality \( Y(\epsilon) \leq Z^* \) holds because APP(\epsilon) is a relaxation of SSRCDP. The second inequality \( Z^* \leq Z(\mathcal{R}(\epsilon)) \) holds because partition \( \mathcal{R}(\epsilon) \) with optimized clusters’ routing configurations is a feasible solution of SSDRP.

**Property 3.** Let \( \mathcal{R}(\epsilon) \) denote an optimal partition resulting from APP(\epsilon) and suppose that \( \mathcal{R}(\epsilon) \) is a subset of \( \epsilon \). Then \( Z(\mathcal{R}(\epsilon)) \) is an optimal solution of SSRCDP.

Proof. Consider the vectors \( u, y \) defined for partition \( \mathcal{R}(\epsilon) \) as in Proposition 1, where \( x(\epsilon) \) is a routing configuration optimized for each routing cluster \( R \in \mathcal{R}(\epsilon) \) by means of RP(R). By Proposition 1, the solution \( u, y \) is feasible for APP(\epsilon). We will show that it is also optimal. Consider an arbitrary routing cluster \( R \in \mathcal{R}(\epsilon) \) and note that among the inequalities in (7g) that involve variables \( y^t, t \in \mathcal{R}, \) the one corresponding to \( C = R \) is satisfied tightly since, by assumption, \( \sum_{t \in R} y^t = Z(R) \). Since for each \( C' \subset R \) (whether or not \( C' \) is in \( \epsilon \)), the inequality \( \sum_{t \in C'} y^t \geq Z(C') \) holds (by Remark 1), we conclude that vector \( y \) is optimal for APP(\epsilon), and hence \( Y(\epsilon) = \sum_{t \in T} y^t = \sum_{R \in \mathcal{R}} \sum_{t \in R} y^t = \sum_{R \in \mathcal{R}} Z(R) \). Thus, by (9), \( Z(\mathcal{R}(\epsilon)) = Z^* \).

### 3.3 Cluster generation algorithm

The above properties suggest the following algorithm for solving SSRCDP.

**CGA: cluster generation algorithm**

Step 0: Specify an initial family of clusters \( \epsilon \).

Step 1: Solve APP(\epsilon) to obtain \( \mathcal{R}(\epsilon) \) and \( Y(\epsilon) \). Compute \( Z(\mathcal{R}(\epsilon)) \) by solving RP(R) for each \( R \in \mathcal{R}(\epsilon) \).

Step 2: If \( \mathcal{R}(\epsilon) \subset \epsilon \) or \( \frac{Z(\mathcal{R}(\epsilon)) - Y(\epsilon)}{Y(\epsilon)} \leq \epsilon \) then stop: \( \mathcal{R}(\epsilon) \) is suboptimal (or even optimal) family of routing clusters solving SSRCDP (where for each \( R \in \mathcal{R} \) its routing is optimized by RP(R)).

Step 3: \( \epsilon \leftarrow \mathcal{R} \cup \mathcal{R}(\epsilon) \) and go to Step 1.

If in Step 2 the condition \( \mathcal{R}(\epsilon) \subset \epsilon \) is fulfilled then the routing family \( \mathcal{R}(\epsilon) \) delivered by CGA is optimal and \( Z(\mathcal{R}(\epsilon)) \) is the optimal objective value. The same is true when \( \frac{Z(\mathcal{R}(\epsilon)) - Y(\epsilon)}{Y(\epsilon)} \) equals 0. Clearly, the delivered family can be optimal even when \( \mathcal{R}(\epsilon) \setminus \epsilon \neq \emptyset \) and \( \frac{Z(\mathcal{R}(\epsilon)) - Y(\epsilon)}{Y(\epsilon)} > \epsilon \) as in this case the optimality will be proven in the next CGA iteration.

Finally observe that CGA will stop even if \( \epsilon = 0 \) is assumed (and then return an optimal partition \( \mathcal{R}(\epsilon) \) for SSRCDP) in a finite number of steps, because the number of all clusters is finite. This, however, can take an excessive computation time.

### 3.4 An efficient heuristic

In this section we describe a heuristic consisting in solving only one iteration of the CGA algorithm but using a modified version of APP(\epsilon). Consider a partition \( \mathcal{R} \) defined by a binary vector \( u = (u^t)_{t \in T} \) feasible for APP(\epsilon), i.e., fulfilling (7b) and (7c).

**Property 4.** Let \( C = C(r,k) \) be a control cluster with \( l \geq 2 \) that has a non-empty intersection with exactly two (neighboring) clusters from \( \mathcal{R} \), i.e., \( U^C = 1 \). Let \( \epsilon \) also define the following quantity:
\[ Z(\epsilon) := \min_{1 \leq k \leq l-1} \left( Z(C(r,k)) + Z(C(r \oplus k, l-k)) \right). \]

Then the inequality
\[ \sum_{t \in C} y^t \geq Z(\epsilon) \tag{11} \]
is valid.

Proof. Suppose that \( C \subseteq R' \cup R'' \), where \( R' \) and \( R'' \) are two neighboring (or disjoint) clusters from family \( \mathcal{R} \) specified by \( u \).

Then \( C = C(r,k) \cup C(r \oplus k, l-k) \) for some \( 1 \leq k \leq l-1 \). Let \( C' = C(r,k) \cap R' \) and \( C'' = C(r \oplus k, l-k) \cap R'' \). Since, by Remark 1,
\[ Z(C') \leq \sum_{t \in C'} z^t(x(R')) \quad \text{and} \quad Z(C'') \leq \sum_{t \in C''} z^t(x(R')). \]

Thus, \( \sum_{t \in C} z^t(x(R')) + \sum_{t \in C'} z^t(x(R')) \geq Z(C') + Z(C'') \geq Z(C(\epsilon)) \), which shows that (11) is a valid inequality. Note that when in an optimal solution of APP(\epsilon), \( C' = R' \) and \( C'' = R'' \) and inequality (11) becomes tight.

Clearly, for \( U^C = 1 \), inequality (11) is tighter than the inequality implied by constraint (7g) (recall that \( Y^C := \sum_{t \in C} y^t \)) since in general \( Z(C(\epsilon)) > Z(C|\infty) \) (see Remark 1). Thus, substituting constraint (7g) in (7) with
\[ Y^C \geq Z(C) + (Z(C|1) - Z(C)) \cdot U^C \quad C \in \mathcal{C} \] \hspace{1cm} (12)
will result in a modified version of APP(\mathcal{C}) (referred to as MAPP(\mathcal{C}))
with stronger linear relaxation than the original one.

Observe however, that for \( U^C \geq 2 \), inequality (12) is in general not valid. For example, for \( U^C = 2 \), the value of \( Z(C) + (Z(C|1) - Z(C)) \cdot U^C \) can be greater than the proper value given by the following formula (analogous to (10)):

\[
Z(C|2) := \min_{\substack{k_1 < k_2 \leq L-1 \cdot k_1 - k_2 \leq L}} \{ Z(C(\tau, k_1)) + \} \hspace{1cm} (13)
\]

It follows that MAPP(\mathcal{C})' is correct only when the control family \( \mathcal{C}' \) is a subfamily of \( \mathcal{C}(L + 1) \) - the family of all clusters of length at most \( L + 1 \) - since only then it is guaranteed that \( U^C \leq 1 \) for all \( C \in \mathcal{C}' \), and thus inequality in (12) is valid. Thus, the modified problem cannot be used in the CGA algorithm, as in general the family \( \mathcal{R}(\mathcal{C}) \) contains clusters with length larger than \( L + 1 \) and such sets cannot be added to the control cluster family \( \mathcal{C}' \) when MAPP(\mathcal{C}) is applied; therefore its use in CGA is limited to just one iteration. As we will see in Section 4, even this (non-iterative) solution gives very good results when applied to SSRCDP.

### 3.5 Improvements

The efficiency of the CGA algorithm described in Section 3.3 can be improved in two complementary ways:

First, the linear relaxation of formulation (7) can be strengthened (by improving, i.e., increasing, the lower bound delivered by its linear relaxation) in order to speed up the branch-and-bound algorithm (used to solve APP(\mathcal{C}) in Step 1 of CGA) and also to decrease the gap \( \frac{Y(\mathcal{C}) - Y(\mathcal{C})}{Y(\mathcal{C})} \) between the integer solution and the relaxed solution. The lower bound computed through the linear relaxation of formulation (7) can be increased by improving valid inequalities specified in constraint (7g). In fact, these valid inequalities are tight only for the case \( U^C = 0 \), i.e., when the control cluster \( C \) is contained in a cluster of the constructed family of routing clusters \( \mathcal{R}(\mathcal{C}) \).

(Recall that in this case the inequality in question takes the form \( \sum_{\tau \in C} Y^\tau \geq Z(C) \).) For \( U^C > 1 \) the inequalities implied by (7f) are weaker than the inequality in (7f), which, as already mentioned, implies \( \sum_{\tau \in C} Y^\tau \geq Z(C|0), \) and this inequality is in general not tight.

A tight valid inequality generalizing (7g) can be obtained by constructing, for each \( C \in \mathcal{C}' \), a piece-wise linear function \( G^C(U) \), \( 0 \leq U \leq M(C) \), where \( M(C) := \left\lceil \frac{R(C|1)}{U} \right\rceil \) is an upper bound for \( U^C \), and for integer values of the argument \( U \), \( G^C(U) = Z(C|U) \), where \( Z(C|0) := Z(C), Z(C|1) \) is defined by (10), \( Z(C|2) \) by (13) and \( Z(C|U) \), \( U \geq 3 \), are defined analogously. Then, the valid inequality in (7g) should be replaced with the tight valid inequality \( Y^C \geq G^C(U) \). (Such an inequality is not linear but can be transformed, using additional binary variables and linear constraints, to a form appropriate for a MIP formulation.)

Second, on top of the family of clusters \( \mathcal{R}(\mathcal{C}) \) that is added to the control family \( \mathcal{C}' \) in Step 2 of CGA, we may seek to add extra control sets \( C' \) for which constraints (7g) are broken to the largest extent by the the current optimal values \( Y^* \).

### 4 NUMERICAL EXPERIMENT

Below we describe a numerical experiment illustrating the efficiency of the proposed APP(\mathcal{C})-based approach for a network linking 47 cities in an European Union country. The network consists of 47 nodes linked with 140 directed links (each of capacity 4 Gbps), and \( 47 \times 46 = 2162 \) traffic demands corresponding to all ordered pairs of nodes. The demand volumes used in the calculations are derived from real traffic measurements (obtained from a network operator) taken every 15 minutes on a selected weekday (a Wednesday in 2018). Thus, the number of considered timepoints equals 96 (\( T - 1 = 95 \)). We set the maximal number of clusters to \( N = 8 \) and the minimum cluster length to \( L = 8 \). This means that we accept at most 8 changes of the routing configuration during 24 hours and require that a routing configuration change can occur after the hold-off time of at least 2 hours.

In the experiment reported below, for solving the semi-stable routing cluster design problem (SSRCDP) we used formulation MAPP(\mathcal{C}) in the way described in Section 3.4. The procedure was implemented using the platform: Lenovo Thinkpad, Intel i7-6500U, 8GB RAM, Windows 10 x64, ILOG CPLEX Studio 12.8, ILOG Concert library, C# language, CPLEX 12.8 solver, 2 threads.

For the control family \( \mathcal{C}' \) we used all the clusters of length \( L \) and \( L + 1 \). There are \( 2T = 192 \) of such clusters, and thus, in the preprocessing phase, for each of them we need to calculate the values \( Z(C) \) and \( Z(C|1) \) according to formulae (5a) and (11), respectively. For that, the routing problem RP(U) (5) is solved 87 = 768 times, i.e., for all clusters of length between 2 and 9.

In RP(U), the delay function \( F(z) := \max\{0.1z, z - 0.45, 10z - 8.5\} \) with \( K = 3 \) linear pieces) was used, i.e., \( b(1) = 0, b(2) = -0.45, b(3) = -8.5 \) and \( a(1) = 0.1, a(2) = 1, a(3) = 10 \). Thus, \( F(z) \) grows from 0 to 0.05 in the interval \([0, 0.5]\), from 0.05 to 0.5 in the interval \([0.5, 0.9]\), and from 0.5 to \( +\infty \) in the interval \([0.9, +\infty]\).

The results of our experiment are presented in Table 2. For each task of the solution procedure, the corresponding row of the table first gives the determined lower bound (column \( lb \)) and the upper bound (column \( ub \)) for the optimal objective function value, and the current gap between the two (column \( gap \)). Next, column \( T \) shows the total execution time of the task. Then, column \( n_{clusters} \) gives the number of clusters that we analyze in the task, i.e., clusters for which we solve the routing problem, and in brackets, if applicable, the number of clusters that are contained in the control set of the partitioning problem. Finally, column \( n_{paths} \) first shows (in brackets, with the plus sign) the total number of paths that we have generated while solving routing problems in the task, and (not in brackets) the final size of the set of paths \( P \) obtained in the routing problem.

In the row \( \text{static routing} \), the case when only one routing cluster, i.e., \( T \), is applied. Then an optimized single routing scheme gives the optimal objective equal to \( Z(\mathcal{T}) \) given in the column \( ub \), as this value is the upper bound for the true SSDRP optimal solution value. The row \( \text{dynamic routing} \) corresponds to the case when each timepoint is considered as a cluster, i.e., the routing scheme is optimized individually for each timepoint. Hence, the column \( lb \) in this row indicates \( \sum_{t \in T} Z(\mathcal{T}(t)) \) which is clearly the cheapest solution value to SSRCDP (the case when the partition to the routing clusters is unconstrained). The value in column \( gap \), equal to \( \frac{lb - ub}{ub} \times 100\% \) (ub taken for static routing and lb taken for dynamic routing), is indicated. The row \( \text{preprocessing} \) contains information concerning preparation of the control cluster family \( \mathcal{C}' \) and initial routing paths (recall the RP(U) is solved through path generation). Next, the row \( \text{partitioning LR} \) shows the results of solving the linear relaxation of the modified APP(\mathcal{C}) formulation, i.e., of problem MAPP(\mathcal{C}) described in Section 3.4. The so obtained value of \( t_{lb} \) happens to be the same as for \( \text{dynamic routing} \), although in general it could be larger. Further, the solution of the MIP formulation
Table 2: Performance of the solution procedure

<table>
<thead>
<tr>
<th>TASK</th>
<th>LB</th>
<th>UB</th>
<th>GAP</th>
<th>T</th>
<th>NCLUSTERS</th>
<th>NPATHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>STATIC ROUTING</td>
<td>563.65</td>
<td>563.65</td>
<td>0.00%</td>
<td>5m7s</td>
<td>1</td>
<td>(+446) 562</td>
</tr>
<tr>
<td>DYNAMIC ROUTING</td>
<td>545.47</td>
<td>3.33%</td>
<td>61m26s</td>
<td>96</td>
<td>(+69) 6712</td>
<td></td>
</tr>
<tr>
<td>PREPROCESSING</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1h1m16s</td>
<td>768</td>
<td>(+1298) 8010</td>
</tr>
<tr>
<td>PARTITIONING LR</td>
<td>545.47</td>
<td>3.33%</td>
<td>1s</td>
<td>(192)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PARTITIONING MIP</td>
<td>550.50</td>
<td>2.43%</td>
<td>2s</td>
<td>(192)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ROUTING</td>
<td>-</td>
<td>551.86</td>
<td>0.25%</td>
<td>1m16s</td>
<td>8</td>
<td>(+1) 8011</td>
</tr>
</tbody>
</table>

MAPP($\mathcal{E}$) is described in the row PARTITIONING MIP. The LB value delivered by this solution is increased with respect to the preceding row and hence the gap value is decreased. Finally, the row ROUTING shows the results for the partitioning $\mathcal{R}(\mathcal{E})$ obtained with the MIP formulation MAPP($\mathcal{E}$) with the routing scheme optimized for each of the resulting routing clusters $\mathcal{R}$. In particular, UB gives the value of $Z(\mathcal{R}(\mathcal{E}))$. Observe that the gap between this feasible SSRCDFP solution and the best lower bound obtained with PARTITIONING MIP is very small and equals 0.25%. In the final solution, the optimal routing cluster family $\mathcal{R}(\mathcal{E})$ is composed of five 8-element, one 13-element, one 15-element, and one 28-element clusters.

The results indicate that already the simplified version of the proposed method, without any special tuning, is capable of finding a suboptimal solution of SSRCDFP in a reasonable time within the optimality gap as small as 0.25%.

5 CONCLUSIONS

In this paper we propose a scalable solution to the problem of designing clusters of the semi-stable routing in multicommodity flow networks. Although the problem can be approached directly using a compact mixed-integer formulation it cannot be just solved with a solver, even for small-size networks, due to an excessive number of binary variables and poor linear relaxation. Thus we were considering a number of exact and hybrid approaches (as in [13]) that aimed at separating the design of a partition of the time horizon into clusters from the design of traffic routing for those clusters.

Although there are just $O(T^2)$ clusters with length between 1 and $T$ (where $T$ is typically between 96 and 288 as the traffic measurement period is either 5 or 15 minutes), our numerical trials show that in practice we cannot analyze all those clusters. Using a link-path formulation combined with path generation and a warm start for the master problem, it took around $k$ seconds to solve the routing problem for a cluster of length $k$ and a 50-node network. And this time might grow considerably as we aim at networks whose number of nodes approaches 500.

Therefore, leveraging the valid inequalities of an approximate time-horizon partitioning problem, we developed an efficient heuristic algorithm based on cluster preprocessing. Our algorithm is capable of providing the upper and the lower objective function value bounds with very low optimality gaps, well below 0.5%, as shown in the presented numerical study (and some other studies not reported here for the lack of space). It also offers the trade-off between the quality of the solution, and the number of clusters in the control set that influences the preprocessing time, and the size and the solution time of the partitioning problem.

In addition, we have proposed two possible ways for improving the efficiency of the approach that lead to interesting future research. First, we can use a stronger formulation of APP($\mathcal{E}$) equipped with improvements described in Section 3.5. Second, we can either implement a full version of the cluster generation algorithm presented in Section 3.3, or, even better, to incorporate cluster generation into a branch-and-bound procedure of solving the partitioning problem, by analyzing relaxed or incumbent solutions and generating appropriate user cuts. We will also aim at testing the resulting optimization procedure on examples with lower correlation among the traffic matrices, which might feature a more substantial gap between the static and dynamic routing solutions than the 3.3% observed in the current example (which our algorithm nonetheless managed to decrease tenfold).

ACKNOWLEDGMENT

The work of the Polish authors was supported by the National Science Center, Poland, grant no. 2015/17/B/ST7/03910 “Logical tunnel capacity control – a traffic routing and protection strategy for communication networks with variable link capacity”.

REFERENCES

The Workforce Routing and Scheduling Problem: solving real-world Instances

Gabriel Volte  
LIRMM, University of Montpellier, CNRS  
Montpellier, France  
gabriel.volte@lirmm.fr

Chloé Desdouits  
DecisionBrain  
Montpellier, France  
chloe.desdouits@decisionbrain.com

Rodolphe Giroudeau  
LIRMM, University of Montpellier, CNRS  
Montpellier, France  
rodolphe.giroudeau@lirmm.fr

ABSTRACT
We propose an efficient method to solve a workforce routing and scheduling problem with working constraints, and a bounded execution time limit. This problem combines two fundamental problems in operations research: routing and scheduling. In such a context, we develop a column generation algorithm, as a set partitioning problem with side constraints, within a branch-and-price framework. The pricing sub-problem is an elementary shortest path with resource constraints modeled with constraint programming. In our branch-and-price framework, we first solve our problem using branch-and-price and a branch-and-bound strategy is proposed on the last restricted master problem, in order to obtain a feasible solution when the time limit is almost reached. However, we show that the developed method leads to better solutions than using constraint programming or large neighborhood search methods. We show the relevance of our method with various-size real instances.

INTRODUCTION
We consider in this paper a hybrid problem in which it is necessary to associate the vehicle optimization problem with an assignment problem for employees to satisfy some specific technical constraints. The study of this problem is motivated by taking into account new business constraints for employees with specific skills. These problems are more and more present in the everyday life of maintenance companies. The main difficulty is to consider various parameters to respond to real situations.

Workforce Scheduling and Routing Problem (hereafter WSRP) represents problems that mobilize workforce to perform tasks for customers. Given a set of employees and a set of tasks to be scheduled, WSRP consists in assigning tasks to employees in order to fulfill some constraints while minimizing operational costs.

WSRP combines the complexity of scheduling problems [2, 18]:
• Multi-skill Project Scheduling Problem, MPSP [6, 14, 21] (Technician and Task Scheduling Problem).
• Sequencing and Scheduling Problem, SSP [19].
• Project Scheduling with Resources Constrained Scheduling Problem,

and problems of vehicle routing [20, 25]:
• Vehicle Routing Problem with Time Windows [23],
• Vehicle Routing Problem with Time Windows and Dependencies.

Figure 1 represents the successive generalizations of basic scheduling and routing problems, such as the TSP, that lead to the WSRP class of problems.

This paper is organized as follows: the section RELATED WORK gives an overview of the previous works found in the literature on the WSRP, the section MODELLING formally describes our problem and a first compact model using integer linear programming (henceforth ILP) is given. The column generation decomposition and the branch-and-price scheme implemented is described in section THE BRANCH-AND-PRICE FRAMEWORK. The results and instances are presented in section TESTS. The last section concludes the paper and presents some future work.

RELATED WORK
In the next section, we formally define the Workforce Scheduling and Routing Problem class, based on the survey [3]. This survey first presents the common characteristics of technicians and tasks, summarized in Table 1, then reviews known methods to solve problems considered as WSRP. The main method used to tackle these problems is a hybrid approach combining exact methods, integer linear programming or constraint programming, and heuristics/meta-heuristics methods, large neighborhood search or tabu search. The branch-and-price approach is also used since this approach is known to be efficient on routing problems and scheduling problems. This survey also gives a detailed computational study outlining the computational difficulties to solve these problems. This study has been carried out on different data sets with different integer linear programming formulations.

We describe some characteristics presented in Table 1. The processing time of the tasks is not negligible compared to the travel time and may depend on the employee. Tasks have required skills to filter employees who can perform them. A task can be processed by one or more employees, in which case all employees must be present before the starting time of the task.
al. [4] and Rasmussen et al. [22] define temporal dependencies among tasks. Thus, some tasks admit a priority over others. Tasks can have priority meaning that a task should be performed before others.

Some tasks can be outsourced. In addition, the schedule of the employees can vary: it can be daily, weekly, etc. In general, WSRP instances are too big to be exactly solved. They are usually divided into smaller geographical areas to prevent an employee from working far from home but also to reduce the size of instances making it easier to solve.

<table>
<thead>
<tr>
<th>Employee</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means of transport</td>
<td>Processing time</td>
</tr>
<tr>
<td>Starting Position</td>
<td>Position</td>
</tr>
<tr>
<td>Ending position</td>
<td>Temporal dependence</td>
</tr>
<tr>
<td>Working Hours</td>
<td>Opening hours</td>
</tr>
<tr>
<td>Team</td>
<td>Required Skills</td>
</tr>
<tr>
<td>Skills</td>
<td>Priority</td>
</tr>
<tr>
<td>Outsourcing</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Characteristics of employees and tasks.

For example, we may consider a set of employees who have to execute a set of tasks. Employees can travel by car, bicycle or public transport to perform the tasks. Employees are allowed to start and end their day from home. In the literature, there are numerous works of surveys aimed at characterizing and classifying the various problems belonging to the WSRP class. Based on an extension of the classic notation scheme \( \alpha [\beta ] \) proposed by [13], Desrochers [7] develop a classification of WSRP.

An extensive overview of time constraint routing and scheduling problems during the last decades is given in Desrosiers et al. [8]. They detail ILP models and algorithms (column generation and dynamic programming) for each variation of problems (TSPTW, SDVPTW, MDVPTW, etc), focus their work on optimization methods for practical size instances. Although, they also present heuristic methods to solve complex problems or large-scale instances when optimal solutions are too difficult to obtain. The survey [24] outlines the research on different routing problems with time windows (M-TSPTW, SPPTW, etc) and give hints for future works on these problems.

To solve problems belonging to WSRP, we observe in literature many methods such as exact methods (constraint programming or integer linear programming), meta-heuristics (simulated annealing, tabu search, genetics, ...) or hybrid methods. Regarding exact methods, one can find ILP models and column generation using Dantzig-Wolfe decomposition. The master problem corresponds to a set partitioning problem [1] and the sub-problem to an Elementary Shortest Path Problem with Time Windows [12, 15] which is known to be \( \mathcal{NP} \)-hard [10].

MODELING

The goal of the project is to assign maintenance tasks to technicians in order to build daily schedules while optimizing some criterion such as quality of service, travel time, productivity and efficiency. The time limit is bounded to at most one hour for the biggest instances. The number of tasks is too large to schedule all of them in one day, thus tasks can be postponed. Thus the set of tasks is updated every day according to previous schedules.

The problem can be stated as follows: let us define \( \mathcal{P} \) the set of technicians and \( \mathcal{T} \) the set of tasks. For each technician, we add two artificial tasks: one for the starting point (\( \theta_p \)) and the other for the ending point (\( \phi_p \)). Therefore, we define the set \( \mathcal{T}' = \mathcal{T} \cup \{ \theta_p, \phi_p \} \) for each technician \( p \).

Let \( p_j \) be the processing time of task \( j \), and let \( d_i \) be the due date of task \( j, c_{ij} \) is the weight (or revenue) of task \( j \).

Let \( q \) be the number of skills and \( l \) the number of level of skills. Consider \( \alpha^p = (\alpha^p_1, \alpha^p_2, \ldots, \alpha^p_q) \) be the skill vector of technician \( p \) and \( \beta^j = (\beta^j_1, \beta^j_2, \ldots, \beta^j_l) \) the skill vector of task \( j \). For each \( i \in \{0, \ldots, q\} \), \( \alpha^p_i \) and \( \beta^j_i \) indicate the level (value in \( \{0, \ldots, l\} \)) of the \( i \)th skill in the vector.

Each task possesses a location and each technician has a starting location and ending location. Let \( M \) be the distance matrix where \( m_{i,j} \) represents the distance between locations \( i \) and \( j \).

Our problem can be formulated as integer linear program given below. The routing variables \( x_{ij}^{kp} \) take value 1 if the technician \( p \in \mathcal{P} \) travels from task \( i \in \mathcal{I} \) to task \( j \in \mathcal{J} \) in the time window \( k \in \mathcal{K}^p \), 0 otherwise; the scheduling variables \( t_{ij}^{kp} \) correspond to the time the technician \( p \in \mathcal{P} \) starts the task \( i \in \mathcal{I} \); the covering variables \( y_{ij} \) take value 1 if the task \( i \in \mathcal{T} \) is unscheduled/covered and 0 if the task \( i \) is performed by a technician; the tardiness variables \( D_i \) correspond to the lateness of the task \( i \in \mathcal{T} \). First, we introduce an ILP representing the backbone of our problem, then we will add the specific constraints (same technician constraints and appointment constraints).

\[(\pi_1, \pi_2, \pi_3, \pi_4)\] are the weights of the different criteria in the objective function (Equation (1)). The first criterion corresponds to the number of unscheduled tasks, the second minimizes the technician’s travel distances, the third computes the sum of the tasks tardiness and finally the fourth maximizes the skill gap between technicians and tasks.

The beginning (resp. ending) of the workday of a technician is given by the starting time (resp. end time) of his working hours. Moreover, the technician cannot travel before his starting hours or after his ending hours. Lastly, if a technician arrives early to a customer waiting is allowed.

- When task \( j \) is assigned to technician \( p \) (even if he does not have the required skills to perform it): when \( p \) should perform \( j \)?
• When task j is assigned to time t: which technician should perform it?
• When task j is assigned to technician p and to time t: is j scheduled for p at time t?

Model M1: Compact formulation

Maximize \[ \pi_1(W - \sum_{j \in T} \omega_j y_j) - \pi_2 \sum_{p \in P} \sum_{j \in T} \sum_{k \in K_p} x_{ijk} m_{i,j} - \pi_3 \sum_{j \in T} \omega_j D_j + \pi_4 \sum_{p \in P} \sum_{j \in T} \sum_{k \in K_p} x_{ijk} y_{jk} \]

s.t. \[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} + y_i = 1 \quad \forall i \in T \quad (1) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (2) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (3) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (4) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (5) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (6) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (7) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (8) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 1 \quad \forall p \in P \quad (9) \]
\[ t_i^p + x_{ijk} (m_{i,j} + p_i) \leq t_j^p + (1 - x_{ijk}).B_k \quad \forall p \in P, i,j \in T, k \in K_p \quad (10) \]
\[ D_j \geq \sum_{p \in P} t_i^p + p_i - d_j \quad \forall j \in T \quad (11) \]
\[ x_{ijk} \in \{0, 1\}, \quad \forall p \in P, \forall i,j \in T, \forall k \in K_p \quad (12) \]
\[ t_i^p \in \mathbb{N}, \quad \forall p \in P, \forall i \in T \quad (13) \]
\[ y_i \in \{0, 1\}, \quad \forall i \in T \quad (14) \]
\[ D_j \in \mathbb{N}, \quad \forall j \in T \quad (15) \]

The Model M1 is inspired by the MIP model given by a home nursing problem [22] and VRPTW [9]. Our problem differs on a few constraints: the skills/qualifications of employees, the working hours of employees and precedence constraints (they have temporal dependencies constraints). In addition, one additional dimension is needed on the routing decision variables (\(x_{ijk}\)) because it is necessary to know on which time window the task is scheduled. The relevance of this compact formulation is discussed in Section TESTS and presented in Table 3.

Constraints (2) ensure that each task is scheduled at most once. If a task i is not scheduled (i.e. \(\sum_{p \in P} \sum_{j \in T} \sum_{k \in K_p} x_{ijk} = 0\)) then to satisfy the constraint, task i must be covered by \(y_i = 1\) and the task is postponed to a another day. The flow constraints for each technician depicted in (3), (4) and (5) control that technicians must start (resp. finish) their shift at their start (resp. end) location and that the flow conservation is respected (i.e. if a technician arrives at a customer he must leave it). The skill constraints (6) restrict the set of tasks allowed to be performed by a given technician. A task can only be performed by a technician who has the required skills. In the current implementation of these constraints, we force variables \(x_{ijk}\) to 0 when \(\alpha^p(s) - \beta^p(s) > 0\), \(s \in \{0, ..., q\}\). Constraints (7) give the precedence constraints among the tasks: let \((i, j) \in Prec\), task j can be performed only if task i is executed before. The temporal constraints (8) and (9) and (10) verify that the availability periods of tasks and technicians are respected in the schedule (no overlap with unavailability or travel periods). If a task j is not executed by technician p, constraint (8) forces \(t^p_j\) to 0.

Constraints (16)- (19) correspond to problem-specific constraints. Constraints (16) model the same technician constraints: they ensure that if a technician performs one of the two tasks, then the second is either performed by the same technician or the task is not scheduled. Constraints (17), (18) and (19) represent pre-assignment constraints describe above. Constraints (17) ensure that the right technician performs the task or the task is not scheduled. Constraints (18) ensure that the task is scheduled at the right time or not at all. Constraints (19) ensure that the task is assigned to the right technician at the right time or that otherwise task is not performed.

\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} + y_i = \sum_{h \in T} \sum_{k \in K_p} x_{ikh} + y_i \quad \forall (i, j) \in Prec \quad (16) \]
\[ \sum_{j \in T} \sum_{k \in K_p} x_{ijk} - (1 - y_i) = 0 \quad \forall (i, p) \in App \quad (17) \]
\[ t_i^p - (1 - y_i).t_i = 0 \quad \forall (i, p, t) \in App \quad (18) \]

THE BRANCH-AND-PRICE FRAMEWORK

In this section, we will introduce a branch-and-price framework. First, we use a Dantzig-Wolfe decomposition on the compact formulation in order to model it as a set partitioning problem with side constraints. In a branch-and-price framework the problem is split into a master problem (hereafter MP) and a pricing sub-problem (henceforth PSP). The PSP generates new feasible schedules/routes for each technician. Given the set of all feasible technician schedules, the MP assigns a schedule to each technician such that a maximum of tasks is processed (c.f. the first criterion of the objective function). Since the set of feasible technician schedules can be very large, we restrict the MP to a subset of schedules to obtain a reasonable size problem (called Restricted Master Problem denoted by RMP). A feasible route for a technician begins at his starting location and ends at his ending location, and respects all constraints mentioned in Model M1.

Master Problem

Consider \(S^P\) the set of all feasible schedules for technician p (this set will be generated successively by the PSP). Let \(d_{ik}^p = 1\) if task i is in Schedule s of technician p and 0 otherwise; let \(t_i^p\) be the starting time of Task i in schedule s of technician p. The

The Branch-And-Price Framework
constant $c^p_s$ represents the cost of the schedule $s$ for technician $p$. In the compact formulation (cf. Model M1), the aim is to minimize delays, distances and maximize the skill gap between tasks and technicians. This cost is a variation of the objective function of the compact formulation (Equation (1)). The first criterion of the compact formulation objective function is separated from the others in the RMP objective function to enhance the linear relaxation of the RMP.

$$c^p_s = -\pi_s \sum_{i,j \in T} \sum_{k \in K^p} x_{ijk} m_{i,j} = \pi_s \sum_{i,j \in T} u_j D_j + \pi_s \sum_{i,j \in T} m_{i,j}$$

We introduce binary variables for the RMP: the scheduling variables $x_{ij}^p$ take value 1 if schedule $s$ is chosen for technician $p$ and 0 otherwise; the covering variables $y_j$ take value 1 if task $i$ is uncovered/unscheduled and 0 otherwise.

Model M2: Restricted Master Problem

$$\text{Max } \sum_{p \in P, s \in S^p} d^p_s c^p_s + \pi_s \sum_{i \in T} (1 - y_i) w_i$$

s.t. \sum_{p \in P, s \in S^p} d^p_s x_{ij} + y_i \leq 1 \quad \forall i \in T \quad \sum_{s \in S^p} x_{ij} \leq 1 \quad \forall p \in P \quad \sum_{s \in S^p} \sum_{j \in T} x_{ij} \leq 1 \quad \forall p \in P \quad \sum_{s \in S^p} \sum_{i,j} x_{ij} \leq 1 \quad \forall k \in K^p \quad y_j \leq 1 \quad \forall j \in T$$

Constraints (21) express the fact that each task must be executed or covered. Constraints (22) ensure that only one schedule is associated with a technician. The same technician constraints are modeled by constraints (23). The same technician constraints are only in the RMP because in the PSP these constraints are always checked (a PSP is solved for each technician). Constraints (24) model the precedence constraints. As precedence constraints among tasks are independent of the set of technicians, these constraints must be present in the RMP and the PSP. Constraints (25) (resp. (26)) define the domain of $x_{ij}^p$ variables (resp. $y_j$).

For any primal solution of the RMP, we obtain a dual solution $\{u, z, l, w\}$, where $u = (u_i)_{i \in T}$, $z = (z_p)_{p \in P}$, $l = ((l_i, l_j))_{i,j \in T}$ and $w = (w_{ij,p})_{i,j \in T, p \in P}$ are the dual variables of constraints (21), (22), (23) respectively. These dual variables are used in the PSP (cf. Equation (36)) to generate new improving routes for each technician.

**Pricing subproblem**

In our case, the sub-problem generates feasible schedules/routes (that respect the constraints) for each technician, thus these routes are added to the RMP. The sub-problem aims to find feasible routes for a technician who improves the solution obtained in the RMP. We cannot consider technicians as a fleet of vehicles (they have almost no similar characteristics), thus we must solve a sub-problem for each technician. The PSP is solved using constraint programming with the LLOG IBM Scheduler constraints and variables (for more information on those constraints and variables please refer to [16, 17]). The Pricing Sub-Problem (hereafter PSP) is the elementary shortest path problem with time windows (ESPTTW). It focuses on finding an improved schedule for a particular technician. Recall that ESPTTW is NP-hard in a strong sense [10] (there is no hope to develop dynamic programming).

Since our problem is a maximization problem if the PSP objective function $Z_{PSP} < 0$ (cf. Equation (35)) then the corresponding route is not improving the current solution. Adding it in the solution of the RMP would decrease the value of the objective function. So we add in the RMP all tours with a reduced cost (Z_{PSP}) strictly positive to potentially increase the value of the objective function. Since the PSP is hard to solve, the optimization is terminated as soon as a tour with a strictly positive reduced cost is found. Thanks to the constraints propagators, constraint programming is effective to find a good feasible solution in a short time.

For any technician $p$, we construct the following constraint programming model. We introduce the interval variables $X_{ij}^p, \forall i \in T$ to model tasks scheduling time. The domain of these variables is either $[1]$ (task is not processed) or the scheduling horizon (the scheduling time of the task). Let $X_{ij}^p$ refers to the sequence variable of technician $p$, the domain of this variable is a permutation of tasks interval variables: $D(X_{ij}^p) = \text{perm}(X_{p-1}^i | \forall i \in T)$ and $\{X_{p_0}^i, X_{p_1}^i, \ldots\}$.

Model M3: Constraint programming

$$\text{NoOverlap}(X_{ij}^p, M)$$

$$\text{first}(X_{ij}^p, X_{p_0})$$

$$\text{last}(X_{ij}^p, X_{p_1})$$

$$\text{ForbidStart}(X_{ij}^p, K_p)$$

$$\text{ForbidEnd}(X_{ij}^p, K_p)$$

$$X_T = \sum_{i \in T} \text{max}(0, d_i - \text{EndOf}(X_{ij}^i))$$

$$X_D = \sum_{i,j} m_{i,j}$$

$$X_{SG} = \sum_{s \in [1...q]} c^s \sum_{i \in T} (a^p(s) - \beta^p(s))$$

Max $Z_{PSP} = X_{SG} - X_T - X_D = f(u, z, l, w)$

Equation (27) ensures that the tasks performed by $p$ are not overlapping and respects the travel time matrix $M$. Equations (28) and (29) enforce the route to begin (resp. end) at the starting (resp. ending) location. The constraint $\text{pOf}$ (meaning presenceOf, is used to know if a task is executed) and the constraint $\text{EndBeforeStart}$ are both used to assure that precedence constraints (30) are satisfied. Equations (31) prevent tasks to be performed outside the technician and task time windows. The constraint $\text{ForbiddenExtend}$ ensures that tasks are not overlapping an unavailability period (given by $K_p$ or $K_p'$). The constraint $\text{ForbiddenStart}$ (resp. $\text{ForbiddenEnd}$) ensures that tasks begin before (resp. end after) an unavailability period. We restrict the domain of the variables to satisfy appointment constraints. In the objective function (cf. Equation (35)), the
variable $X_{SG}$ computes the skill gap between technicians and tasks (cf. Equation (34)), the variable $X_T$ computes the tasks tardiness (cf. Equation (32)) and the variable $X_P$ computes the travel time/distance (cf. Equation (33)). The function $f(u, z, l, w)$ is dedicated to the cost associated with the dual variables $[u, z, l, w]$ defined above.

$$f(u, z, l, w) = \sum_{i \in T} pO \{X^I_i \times u_i + z_p + \sum_{(i,j) \in Prec} (l_j \beta_i - l_i \beta_j) - \sum_{(i,j) \in Same} (w_{ij} \times pO \{X^I_i\})
$$

(36)

Branching strategies

We based our branching strategy on the ones presented in [11]. This paper presents two rules for branching. The first one, «standard strategy» consists in branching on decision variables $\beta_p$, this branching is ineffective because it leads to an unbalanced branching tree. The second one, the «natural strategy» consists in branching on flow variables $x_{ij}$ (cf. Model M1) and decision variables $y_i$, we opt for this strategy because it leads to a more balanced tree and an easier PSP.

Branch-and-price is usually used to obtain optimal solution but with a lack of resources and because of the large-scale instances this method is neglected. Because of the time limit and the large-scale highly constrained instances, finding an optimal solution can be difficult. Our algorithm is based on the one used in [5]. The authors propose a column generation to obtain an optimal non-integer solution. Therefore, a branch-and-bound algorithm is applied to obtain an integer solution.

We enhance this method adding the branch-and-price framework to generate more heterogeneous routes. We solve the problem with the following branch-and-price scheme (cf. Figure 2). We first solve the problem using a standard branch-and-price framework, at each node of the branching tree RMP is solved using column generation. If an integer solution is found, the bound (the best feasible solution found) is updated, else we add a branching node. At the end of the time limit, if we reach it, we use branch-and-bound method on the last RMP to obtain an integer solution. If this solution is better than the best one found in the branch-and-price algorithm we keep it.

![Figure 2: Illustration of our branch-and-price framework.](image)

TESTS

We have access to many instances of two Decisionbrain customers. Table 2 gives statistics for each instance. The name #30#256 (first column) means that the instance has 30 technicians and 256 tasks, the column $|Prec|$ gives the number of precedence constraints, $|Same|$ shows the number of same technician constraints, $|App|$ represents the number of precedence constraints, $q$ denotes the number of skills (length of the skill vector), $loc$ indicate the number of task and technician locations, $K^P$ (resp. $K^T$) shows the mean of technician time windows (resp. task time windows).

| Instance | $|Prec|$ | $|Same|$ | $|App|$ | $q$ | $loc$ | $K^P$ | $K^T$ |
|----------|----------|----------|----------|-----|------|-------|-------|
| #30#256 | 0        | 0        | 0        | 154 | 162  | 0.96  | 1     |
| #30#305 | 5        | 0        | 0        | 137 | 162  | 0.9   | 1     |
| #30#2781| 341      | 101      | 37       | 137 | 514  | 0.9   | 0.92  |
| #144#1377| 0        | 0        | 0        | 154 | 163  | 0.875 | 1     |
| #145#4568| 0        | 0        | 0        | 183 | 544  | 0.87  | 1     |

Table 2: The set of instances.

We are going to compare the branch-and-price method described here with the proposed ILP model solved using the software CPLEX and four other methods developed by DecisionBrain. The «ILP» corresponds to the integer linear program implemented and tested with Cplex. The «CP» corresponds to constraint programming using ILOG IBM Scheduler constraints and variables and tested with CPOptimizer. The «H» corresponds to a heuristic, kept confidential. The «H+X» method corresponds to start the X optimization with a first solution computed by the heuristic. The «LNS» corresponds to Large Neighborhood Search using the best insert algorithm on different neighborhood operators. The «BP» column corresponds to our branch-and-price scheme.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Model</th>
<th>Obj.</th>
<th>CPU(s)</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>#30#256</td>
<td>ILP</td>
<td>1.1379E7</td>
<td>1802</td>
<td>105,5</td>
</tr>
<tr>
<td>#30#256</td>
<td>CP</td>
<td>2.1393E7</td>
<td>1803</td>
<td>9.9</td>
</tr>
<tr>
<td>#30#256</td>
<td>H</td>
<td>2.1745E7</td>
<td>17</td>
<td>9.5</td>
</tr>
<tr>
<td>#30#256</td>
<td>H+ILP</td>
<td>2.1745E7</td>
<td>1806</td>
<td>9.5</td>
</tr>
<tr>
<td>#30#256</td>
<td>H+CP</td>
<td>2.1745E7</td>
<td>1803</td>
<td>9.5</td>
</tr>
<tr>
<td>#30#256</td>
<td>H+LNS</td>
<td>2.1687E7</td>
<td>1643</td>
<td>8.5</td>
</tr>
<tr>
<td>#30#305</td>
<td>ILP</td>
<td>2.364770.0</td>
<td>1801</td>
<td>525%</td>
</tr>
<tr>
<td>#30#305</td>
<td>CP</td>
<td>1.3904E7</td>
<td>1802</td>
<td>17%</td>
</tr>
<tr>
<td>#30#305</td>
<td>H</td>
<td>1.1269E7</td>
<td>21</td>
<td>35%</td>
</tr>
<tr>
<td>#30#305</td>
<td>H+ILP</td>
<td>1.1278E7</td>
<td>1807</td>
<td>35%</td>
</tr>
<tr>
<td>#30#305</td>
<td>H+CP</td>
<td>1.3102E7</td>
<td>1802</td>
<td>16.9%</td>
</tr>
<tr>
<td>#30#305</td>
<td>H+LNS</td>
<td>1.3141E7</td>
<td>1678</td>
<td>15.1%</td>
</tr>
</tbody>
</table>

Table 3: Results for instances with 30 technicians and 256 tasks and 30 technicians and 305 tasks with a resolution time of 30 minutes.

The ILP model does not scale for the medium and large size instances, we obtain a high gap on the medium size instances (100% for instance #30#256 and 525% for instance #30#305). The CP model scales, and in some cases, achieves better results than the heuristic and meta-heuristic resolution method (H + LNS). One can see that the behavior of the CP is very close to the behavior of heuristics. Indeed, the CP obtains a good quality solution in a short time thanks to solver constraint propagators by cutting non-solution domain values. It is interesting to note that the heuristic gives a good solution in just a few seconds.

Now, we display the results obtained with the branch-and-price scheme. Table 5 gives the results for the different instances. In this table, CP is used to solve the PSP and the adopted tree traversal strategy is the Best-first search strategy in order to converge quickly towards a good solution.
Table 4: Results for large instances with a resolution time of 1 hour.

Table 5: Results for branch-and-price on medium-sized instances with a resolution time limit of 10 and 30 minutes using constraint programming for the PSP.

One can observe that solutions obtained with the branch-and-price are better than solutions obtained with the constraint programming model and even than solutions computed by heuristic followed by the local search. However, as the ILP model, the branch-and-price does not scale. Large instances are too substantial to be treated by our branch-and-price scheme in a reasonable time. These results nevertheless show the interest in using the hybridization between column generation and constraint programming.

CONCLUSION

In this paper, we propose a branch-and-price scheme dedicated to solving a WSRP problem in the presence of large-scale highly constrained real-world instances when the time limit is bounded. With this method, we were able to obtain good results, better than LNS or CP in some instances. However this method is not scalable, therefore results for large instances are missing.

Using a dynamic programming labeling algorithm to solve the sub-problem should speed the solving process up by adding multiples improving routes in the master problem at each step of the column generation algorithm while decreasing memory usage of each sub-problem. On the column generation phase, we solve a sub-problem for each technician, therefore solving all the sub-problem is time-consuming. One could try to group technicians that have some similar characteristics to reduce the time spent solving sub-problem.
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ABSTRACT
In this work we consider the airline fleet assignment problem and we experiment with a robust solution where passenger demand is uncertain. To mitigate conservativeness of the classical robust optimization we consider a two-stage distributionally robust objective formulation. Our main contribution with respect to the airline fleet management problem literature lies in the modeling characteristics of our proposal.

We benchmark against current deterministic and robust fleet assignment formulations and verify solution performance results through simulation.
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1 INTRODUCTION
Once an airline decides when and where to fly (flight legs) by developing its flight schedule, the next decision is determining the type of aircraft, or fleet, that should be used on each of the flight legs defined within the flight schedule. This process is called fleet assignment and its purpose is to assign fleet types to flight legs, subject to an available number of aircrafts and conservation of aircraft flow requirements, such as to maximize profits with respect to captured passenger demand. This decision needs to be well made in advance of departures when passenger demand is still highly uncertain. The factors that influence schedulers when assigning fleet types to various flights are: passenger demand, seating capacity, operational costs, and availability of maintenance at arrival and departure stations. One important requirement of the fleet assignment is that the aircraft must circulate in the network of flights. These so-called balance constraints are enforced by using time lines to model the activities of each fleet type. The period for which the assignment is done is normally one day for domestic flights.

Profit maximization is normally defined in terms of unconstrained revenue minus assignment cost. Unconstrained revenue of a flight leg is the maximum attainable revenue for that particular flight regardless of assigned capacity. Assignment cost, a function of the assigned fleet type, includes the flight operating cost, passenger carrying related cost and spill cost. Spill cost on a flight is the revenue lost when the assigned aircraft for that flight cannot accommodate every passenger. The result is that either the airline spills some passengers to other flights in its own network (in which case these passengers are recaptured by the airline), or they are spilled to other airlines.

In [12] the authors develop a two-stage stochastic programming model for integrated flight scheduling and fleet assignment where the fleet family assigned to each scheduled flight leg is decided at the first-stage. Then, the fleet type to assign to each flight leg is decided at the second-stage based on demand and fare realization. Sample average approximation (SAA) algorithm is then used to solve the problem and provide information on the quality of the solution.

In [9] the authors propose a new model based on itinerary grouping to mitigate the effect of demand uncertainty. Their itinerary group fleet assignment model deals with the difficulties caused by itinerary forecast by replacing them with aggregated demand forecasts. The authors affirm that an itinerary-based representation of demand (see Section 2 for details) has led to a high granularity of demand, making it hard to predict.

In this work, as an alternative to previous works presented, we propose a two-stage data-driven distributionally robust optimization model to address the question of airline robust planning for the fleet assignment problem. Our main contribution with respect to the airline fleet management problem literature lies in this novel modeling approach.

We adopt the concept of robust optimization as defined in [5] and [6] in that the demand uncertainty belongs to a known deterministic uncertainty set. In fact, we consider this uncertainty set as the support for the family of probability distributions associated with our random passenger demand parameter. We consider a data-driven approach by which this uncertainty set is constructed from available historical data. We assume that historical unconstrained (not subject to capacity issues) itinerary demand data is available and that we can use this historical data to predict future demand. By constructing the uncertainty set from historical data we are able to capture correlations between demands of different itineraries and thus mitigate the granularity demand effect as pointed out in [9].

On the other hand, we consider different modeling alternatives to mitigate conservativeness of a robust approach. Since fleet assignment is a repetitive process, where fleet assignment decisions are made on daily basis, we mitigate the conservativeness of the worst-case objective of classical robust optimization and consider a distributionally robust optimization approach on which we optimize the worst case expected performance on a set constituted by an infinite number of probability distributions, named ambiguity set (see [10] for main concepts). We also propose a two-stage model, as introduced in [4] where, although all the fleet assignments decisions are first stage, the calculation of lost revenue (spill) is only done after realization of uncertainty.

To facilitate handling large-scale fleet assignment problems, we propose the use of principal component analysis techniques to reduce dimension of the uncertainty set and the use of affine decision rules for our two-stage problem as approximations to improve time performance of our algorithms.

2 FLEET ASSIGNMENT FORMULATIONS
The fleet assignment model is typically formulated as a mixed-integer program. One can see the work in [16] for a survey of different modeling approaches for the problem.
In [1] the author first introduced for the fleet assignment problem a time-space network model to represent the availability of the fleet at each airport in the course of time. The proposed model resulted in a linear program that could either maximize profit or minimize operations cost.

In [11] the authors use the time-space network model and develop a large-scale integer program for fleet assignment. They propose several preprocessing techniques, namely node aggregation and isolated islands at stations, in order to reduce problem complexity.

In these two works demand is expressed for a specific flight leg and, therefore, these works do not capture demand dependencies between legs. This is because demand is defined for airline itineraries that can be comprised by multiple flight legs. Variations in demand in one itinerary flight leg will affect the others. This is called the network effect and it was taken into consideration in the model defined in [2]. There, the authors use the time-space network model and consider the effect of recapturing, where passengers spills from one itinerary can be redirected to alternative itineraries. In their model demand is deterministic.

The above model is reference for our work, with the difference that we do not consider recapturing. We replicate here the itinerary based formulation as presented in [9] where the authors also explicitly deal with itinerary fare classes to better capture the revenue dimension by favoring higher classes instead of considering all the fare classes at the same level. We present notations and formulation used.

Sets

$P$: the set of itinerary fare classes, indexed by $p$
$A$: the set of airports, indexed by $a$
$L$: the set of flight legs, indexed by $i$
$K$: the set of fleet types, indexed by $k$
$T$: the sorted set of all relevant event times (leg departures or aircraft availability) at all airports, indexed by $t$
$CL(k)$: the set of flight legs that pass the count time when flown by fleet type $k$
$I(k, o, t)$: the set of inbound flight legs to node $(k, o, t)$
$O(k, o, t)$: the set of outbound flight legs from node $(k, o, t)$

Decision variables

$t_p$: the number of passengers requesting itinerary fare class $p$ and spilled by the model because of the capacity limit.
$f_{k,i}$: binary variable equal to $1$ if fleet type $k$ is assigned to flight leg $i$, 0 otherwise.
$y_{kot}$: the number of fleet type $k$ that are on the ground at airport $o$ immediately after time $t$.
$y_{kot'}$: the number of fleet type $k$ that are on the ground at airport $o$ immediately before time $t$. If $t'$ is the time of the first event occurring after $t$, then $y_{kot} = y_{kot'}$.

Data

$SEATS_k$: the number of seats available on aircraft of fleet type $k$.
$c_{k,i}$: the cost of operating leg $i$ with fleet type $k$.
$N_k$: the number of aircraft in fleet type $k$.
$D_p$: the unconstrained demand for itinerary fare class $p$.
$f_{arep}$: the fare class for itinerary $p$.
$\delta^p$: a binary flag equal to 1 if itinerary fare class includes flight leg $i$, 0 otherwise.
$\text{count time}$: the time at which a snapshot of fleet utilization is taken to ensure consistency with the available fleet.
$tm$: the last event before the count time, $tm = \text{count time}^-$.  

The objective function (1) minimizes the total cost of operations plus the cost related to spilled itinerary fare class demand. This minimization is equivalent to profit maximization. Constraints (2) are the leg coverage constraints. Each flight leg has to be operated by exactly one aircraft type. The flow conservation constraint related to each single event is ensured through constraints (3). The limited size of each fleet is respected through constraints (4). The count time can be seen as a fixed time where a cut is applied on the network to ensure that the total aircraft of each fleet type $k$ on the ground at all airports plus those flying at the time must not exceed the total aircraft $N_k$ available for type $k$. The capacity constraints (5) ensure that satisfied demand fits with the number of seats available on any given leg. Last, constraints (6) ensure that spill does not exceed unconstrained demand for any given itinerary fare class.

We now propose a two-stage distributionally robust optimization formulation derived from IFAM formulation to incorporate the random nature of passenger demand vector $D$. Distributionally robust optimization is an emerging and effective method to address the inexactness of probability distributions of uncertain parameters.

We formulate our problem assuming that passenger demand spill decision variable is a second-stage variable. This way passenger demand spill is only defined after realization of uncertainty and we represent this dependency defining it as a function map $t_p(D)$. We also assume the uncertainty of vector $D$ is represented through a probability distribution $P$ that belongs to a family of distributions $\mathcal{D}$.

We present the formulation developed.
\[\text{(DIFAM)}\]
\[
\min \sum_{i \in I, k \in K} c_{ki} f_{ki} + \sup_{P \in D} \mathbb{E}_P[Q(f, D)] \\
\text{s.t.} \\
\sum_{k \in K} f_{ki} = 1 \quad \forall i \in L \\
\sum_{i \in \{k, o, t\}} f_{ki} + y_{kot} = \sum_{i \in \{k, o, t\}, c} f_{ki} + y_{koc}, \quad \forall k \in K, o \in A, t \in T \\
\sum_{o \in A} y_{kot} + \sum_{i \in \{k, c\}} f_{ki} \leq N_k \quad \forall k \in K \\
f_{ki} \in [0, 1], y_{kot} \in [0, 1], \quad \forall i \in L, k \in K, o \in A, t \in T
\]

where

\[Q(f, D) = \min \sum_{p \in P} f \cdot \epsilon_p t_p(D) \quad \forall P \in D \]

\[\sum_{p \in P} \delta^p D_p - \sum_{p \in P} \delta^p t_p(D) \leq \sum_{k \in K} f_{ki} \text{SEATS}_k \quad \forall i \in L \]

\[t_p \leq D_p \quad \forall p \in P \]

\[t_p \geq 0, \forall p \in P \]

The cost \(\sum_{i \in L, k \in K} c_{ki} f_{ki}\) incurred during the first stage is deterministic. In progressing to the second-stage, the random passenger demand vector \(D\) is realized. We can then determine the cost incurred at the second-stage. For a given first stage fleet type assignment decision, \(f\), and a realization of the random passenger demand vector, \(D\), we evaluate the second-stage cost via the linear optimization problem, \(Q(f, D)\). Since the fleet type assignment is a repetitive daily process and the true probability distribution of \(D\) is unknown and belong to a family of distributions set \(D\) we are interested in the worst case expectation \(\sup_{P \in D} \mathbb{E}_P[Q(f, D)]\).

Note that it is a relatively complete recourse problem because any first-stage solution leads to a feasible second-stage solution.

In order to be able to deal with large scale problems, our two-stage distributionally robust optimization formulation must admit a tractable reformulation. The reformulation is closely related to the choices of ambiguity set that we make. On the other hand these choices must correctly reflect properties of historical data available.

In the next section we show that defining ambiguity sets by linear relationships of uncertainty parameters and approximating second-stage variables as affine functions of uncertainty parameters yields a tractable problem. We will also use techniques of uncertainty dimensionality reduction as a further compromise between optimality and tractability.

3 TWO-STAGE DISTRIBUTIONAL REFORMULATION

3.1 Dimensionality reduction

In real case examples, the dimension of the random passenger demand vector \(D\) can be in the range of thousands of itineraries. This can impact performance of the formulation DIFAM. Employing dimensionality reduction techniques to reduce the number of random variables under consideration can improve performance of our formulations.

Here we assume there is a set \(\mathcal{W}\) of \(N\) demand data samples available, \(\mathcal{W} = \{D^{(i)}\}_{i=1}^N\) based on historical data, and use this set to calculate the mean vector \(\bar{D}\), variance vector \(\hat{D}\) and covariance matrix \(\text{cov}(D^{(i)})\).

A linear technique for dimensionality reduction, principal component analysis, performs a mapping of the data to a lower-dimensional space in such a way that the variance of the data in the low-dimensional representation is maximized. Intuitively, we change the system of coordinates and define this system by new vectors \(Y\), but we select only some of them, therefore reducing dimension of the system. The new system of coordinates, vectors \(\{Y^c\}_{c=1}^C\), are in fact normalized eigenvectors of the covariance matrix \(\text{cov}(D^{(i)})\), where \(c\) is the index of the selected eigenvectors. We refer to [17] for more details on principal component analysis (PCA).

We execute a procedure to express the passenger demand vectors, \(D^{(i)}\), in the new system of coordinates, but before we normalize the vectors \(D^{(i)}\), \(\bar{D}\) and \(\hat{D}\). Therefore we define \(\bar{D}^{(i)} = (D^{(i)} - \bar{D}) / \hat{D}\), where / is a component wise division of vectors.

We then compute the coordinates, \(X_c^{(i)}\), in the system of coordinates of the principal components vectors, \(\{Y^c\}_{c=1}^C\), where the principal component vector has dimension \(|P|\). The value of \(X_c^{(i)}\) results from the expression:

\[X_c^{(i)} = \langle D^{(i)} \rangle^\top Y^c, \quad (14)\]

where \(\langle, \rangle\) is a dot product.

In the following we need the random vector to be nonnegative, which may not be the case of components \(X_c^{(i)}\). Hence, we introduce a new random vector \(\xi^{(i)}\) where each component will vary in the nonnegative interval \([0, 1]\). Each component of \(\xi^{(i)}\) is defined as

\[\xi_c^{(i)} = (X_c^{(i)} - \max(X_c^{(i)})) / (\min(X_c^{(i)}) - \max(X_c^{(i)})), \quad (15)\]

where \(\max(X_c^{(i)}), \min(X_c^{(i)})\) are, respectively, the maximum and minimum projection component values along each vector \(Y^c\) considering all instances, \(i \in \{1, \ldots, N\}\). \(X_c^{(i)}\) varies in the interval \([\min(X_c^{(i)}), \max(X_c^{(i)})]\) and as consequence \(\xi_c^{(i)}\) will vary in the interval \([0, 1]\).

Using the above definition of \(\xi^{(i)}\), we can define the components of each demand vector \(D^{(i)}\) as

\[D^{(i)}_p = \bar{D} + \sum_{c=1}^{C} D^{(i)}_p \xi_c^{(i)}, \quad (16)\]

where

\[D^{(i)}_p = \bar{D} + \hat{D} \sum_{c=1}^{C} \min(X_c^{(i)}) Y_c^c, \quad (17)\]

\[D^{(i)}_p = \hat{D} (\max(X_c^{(i)}) - \min(X_c^{(i)})) Y_c^c \quad (18)\]

This is an important step in order to guarantee positive definite matrices in the algorithm developed in Section 4 for our distributionally robust ambiguity set.
3.2 Ambiguity set and first-order deviation moment functions

The tractability of a distributionally robust linear optimization problem is dependent on the choice of the ambiguity set. Several ambiguity sets have been proposed in the literature. In particular, moment-based uncertainty sets assume that all distributions in the distribution family share the same moment information. By leveraging conic duality many distributionally robust optimization problems with moment-based ambiguity sets can, in general, be reformulated equivalently as convex problems. Although these problems can be solved theoretically in polynomial time, they are not efficient for large-scale instances.

In [8], a moment-based second-order conic representable ambiguity set, $\mathcal{D}$, is defined as

$$\mathcal{D} = \left\{ P \in P_\mathcal{D} (\mathbb{R}^{|P|}) \right\} \left| \begin{array}{c} D \in \mathbb{R}^{|P|} \\
\mathbb{E}[GD] = \mu \\
\mathbb{E}[g_i(D)] \leq \gamma_i \ \forall i \in I \\
\mathbb{P}(D \in U) = 1 \end{array} \right\}. $$

We assume random passenger demand vector $D$, but the same results can be derived substituting for dimensional reduced random vector $\xi$ derived in the previous section. $P_\mathcal{D} (\mathbb{R}^{|P|})$ represents the set of all probability distributions in $\mathbb{R}^{|P|}$ and new parameters are defined as $G \in \mathbb{R}_+^{n \times |P|}$, $\mu \in \mathbb{R}^n$, $\gamma \in \mathbb{R}^{|I|}$, $\mathbb{SOC}$ (second-order conic) representable support set $U \in \mathbb{R}^{|P|}$ and SOC representable functions $g_i \in \mathbb{R}^{|P| \times 1}$.

$\mathcal{D}$ only contains valid distributions supported over the support set $U$ and moment information of uncertainties are characterized via functions $g_i$. The equality expectation expression allow the modeler to specify the mean values of $D$.

The authors of [8] further reformulate the ambiguity set $\mathcal{D}$ as a projection of an extended ambiguity set $\bar{\mathcal{D}}$ by introducing an I-dimensional auxiliary random vector $u$ in

$$\bar{\mathcal{D}} = \left\{ Q \in P_\mathcal{D} (\mathbb{R}^{|P|} \times \mathbb{R}^{|I|}) \right\} \left| \begin{array}{c} (D,u) \in \mathbb{R}^P \times \mathbb{R}^{|I|} \\
\mathbb{E}[GD] = \mu \\
\mathbb{E}[g_i(D,u)] \leq \gamma_i \ \forall i \in I \\
\mathbb{P}(D,u) \in \bar{U} \right) = 1 \right\}. $$

where $\bar{U}$ is the lifted support set defined as

$$\bar{U} = \left\{ (D,u) \in \mathbb{R}^{|P|} \times \mathbb{R}^{|I|} \right\} \left| \begin{array}{c} D \in U \\
g_i(D) \leq u_i \ \forall i \in I \end{array} \right\}. $$

They observe that the lifted ambiguity set has only linear expectation constraints and show that the adaptive distributionally robust optimization problem can be reformulated as a classical robust optimization problem with uncertainty set $\bar{U}$.

To be able to reformulate adequately our fleet assignment problem DIFAM we must then define an ambiguity set $\mathcal{D}$ that will lead to a polyhedron lifted support set $\bar{U}$.

In [15] the authors define first-order deviation moment-based functions $q_i(.)$ to be second-order conic representable as piecewise linear functions

$$g_i(D) = \max(h_i^T D - q_i, 0) \ \forall i \in I. $$

They can be understood as the first-order deviation of uncertain parameters along a certain projection $h_i$ truncated at $q_i$. We apply these moment-based functions to our problem and also assume that the support set $U$ is a polyhedron. We then define our ambiguity set $\mathcal{D}$ as

$$\mathcal{D} = \left\{ P \in \mathbb{P}_\mathcal{D} (\mathbb{R}^{|P|}) \right\} \left| \begin{array}{c} D \in \mathbb{R}^{|P|} \\
\mathbb{E}[\max(h_i^T D - q_i, 0)] \leq \gamma_i \ \forall i \in I \\
\mathbb{P}(D \in U) = 1 \end{array} \right\}. $$

and the lifted support set $\bar{U}$ will be a polyhedron given as

$$\bar{U} = \left\{ (D,u) \in \mathbb{R}^{|P|} \times \mathbb{R}^{|I|} \right\} \left| \begin{array}{c} D \in U \\
0 \leq u_i \ \forall i \in I \\
h_i^T D - q_i \leq u_i \ \forall i \in I \end{array} \right\}. $$

3.3 Affine decision rules

With the above definition of lifted support set we can apply, to our DIFAM formulation, the reformulation proposed by [8] for the adaptive distributionally robust optimization problem, approximating second-stage variables $t_p$ as affine functions of the lifted support set parameters $(D,u)$, $t_p(D,u) = t_p^0 + \sum_{i \in P} t_p^i D_i + \sum_{k \in K} t_p^k u_k$.

This reformulation is based on the dualization of the inner problem of DIFAM, $\sup_{D \in \mathbb{D}} \mathbb{E}[Q(f, D)]$, and by introducing Lagrangian multipliers $\beta$ and $\mu$ to it (alternatively see [15] for a summarized proof of this reformulation). This leads to the following classical robust optimization problem:

$$\min \sum_{i \in \mathcal{L}, k \in \mathcal{K}} c_{ik} f_{ki} + r + \sum_{i \in \mathcal{I}} \gamma_i \beta_i $$

$$\text{s.t.} \quad r + \sum_{i \in \mathcal{I}} \beta_i \geq \sum_{p \in \mathcal{P}} f_{ar ep} t_p(D,u), $$

$$\forall (D,u) \in \bar{U} \left\{ \begin{array}{l}
\sum_{p \in \mathcal{P}} \delta_p^k D_p - \sum_{p \in \mathcal{P}} \delta_p^k t_p(D,u) \leq f_{ki} \text{SEATS}_k,  \\
\forall i \in \mathcal{I}, \forall (D,u) \in \bar{U}, \forall (D,u) \in \bar{U} \\
t_p(D,u) \leq D_p,  \\
\forall (D,u) \in \bar{U} \\
\sum_{k \in \mathcal{K}} f_{ki} = 1,  \\
\forall i \in \mathcal{I}, \\
\sum_{k \in \mathcal{K}_K} f_{ki} + y_{kot} - = \sum_{k \in \mathcal{K}_K} f_{ki} + y_{kot} +,  \\
\forall k \in \mathcal{K}, \forall a \in \mathcal{A}, \forall t \in \mathcal{T} \\
\sum_{a \in \mathcal{A}} y_{kot} a = \sum_{i \in \mathcal{C}_K i} f_{ki} \leq N_k,  \\
\forall k \in \mathcal{K} \\
t_p(D,u) = t_p^0 + \sum_{i \in \mathcal{I}} t_p^i D_i + \sum_{k \in \mathcal{K}} t_p^k u_k,  \\
\forall p \in \mathcal{P} \\
r \in \mathbb{R}, \beta_i \geq 0, f_{ki} \in [0,1], y_{kot} \in [0,1], t_p \geq 0, $$

4 DATA-DRIVEN AMBIGUITY SET

A desirable ambiguity set should flexibly adapt to the intrinsic structure behind real data, thereby well characterizing $\mathbb{P}$ and attempting to reduce natural conservatism of robust solutions. In face of complicated distributional geometry, making prior
assumptions on the form of probability distribution or using classical uncertainty sets to describe their support have limited modeling power. With this in mind we adopt a data-driven methodology to construct and define parameters of the support set and moment-based functions associated with our ambiguity set.

4.1 Support Set

In what follows, we use the technical approach of [14] to construct a support set $U$ from data samples of the random variable $\xi$. We assume there is a set $W$ of $N$ data samples available, $W = \{\xi(i)\}_{i=1}^N$, and this set is constructed from the sample of demand vectors, $D(i)_{i=1}^N$, as explained in Subsection 3.1.

In [14] the authors propose piecewise linear kernel-based support vector clustering (SVC) as a machine learning technique tailored to data-driven robust optimization. They explore the SVC’s secondary effect that evolves the data samples inside a sphere in a high-dimensional space [3]. They use this sphere to characterize the uncertainty set. This mapping of data points to a high-dimensional space is done by means of a kernel function. Using well-known techniques of machine learning they define a linear kernel that, in turn, is used to define a polyhedral region evolving the data in the original space.

Using these techniques, we define our data-driven support set $U$ as the region inside or in the borders of this sphere. This sphere is given by the expression

$$U = \{\xi | K(\xi, \xi) - 2 \sum_{l=1}^N \alpha_l K(\xi, \xi(l)) + N \sum_{l=1}^N \sum_{k=1}^N \alpha_l \alpha_k K(\xi(l), \xi(k)) \leq R^2\}$$

Parameters $\alpha$ and $R$ are derived by applying Lagrangian relaxation to the original formulation and the linear kernel is given by

$$K(\xi(i), \xi(j)) = \sum_{k=1}^N l_k - |\xi(i) - \xi(j)|_1,$$

where $l_k = \max_{s,i \leq sN} \hat{S}_k(i) - \min_{s,i \leq sN} \hat{S}_k(i)$. We refer to [3] for details.

4.2 Moment-based functions

For moment-based functions we adopt the work of [15] where the authors define a two-step procedure for determining parameters $h_i$ and $q_i$ of our piecewise linear functions in order to capture meaningful information from available data.

The directions $h_i$ are based on principal component analysis (PCA) such that the data space becomes decorrelated along each direction and the information overlap between different directions is slight. Since our random vector $\xi$ already comprises decorrelated components we adopt vector $h_i$ as standard unit vectors $e_i$.

After that, several truncation points ($q_i$) are set along each direction $h_i$. For each direction $h_i$ we choose $2J + 1$ well-distributed truncation points. The first truncation point is set as the mean value $\bar{\xi}_i$ and the remaining $2J$ ones around the mean $\bar{\xi}_i$ symmetrically based on a fixed step-size given as the variance $\hat{\xi}_i$ along the $i$-th direction.

In this way, we will have $C(2J + 1)$ piecewise functions $g_i(.)$ in total in the ambiguity set.

Intuitively, the parameter $J$ can be deemed as the “size” of the ambiguity set, which can be manipulated to adjust the conservatism of the model. The more truncation points we have, the more statistical information will be incorporated, which leads to a smaller ambiguity set as well as a less conservative solution.

After determining the value of $h_i$ and $q_i$, the next step is to estimate the parameters $y_i$ empirically based on $N$ available data samples:

$$y_i = \frac{1}{N} \sum_{j=1}^N \max(h_i^T \xi^{(j)} - q_i, 0)$$

Intuitively, with the values of size parameters $y_i$ increasing, the DRO model becomes more conservative.

5 IMPLEMENTATION AND RESULTS

5.1 Implementation details

We report on experiments conducted with the formulations proposed for the airline fleet assignment problem. Our objective is to verify the performance of each solution in a long run operation since fleet assignment is a daily repetitive process.

For our purposes, we create a small-sized hub-and-spoke airline instance, in which a unique major airport serves as a central point for coordinating flights to and from other airports. This way all our itineraries are composed of a maximum of two flight legs. We consider a structure of 9 airports, 3 fleet types and 24 daily itineraries based on three fare classes. A flight schedule with 21 flight legs is created and they are used to compose the daily itineraries.

We test this operation under four different problem formulations: IFAM, RRIFAM, as already presented in this study and two other formulations RIFAM and RRIFAM2. Formulation RIFAM is a standard two-stage robust formulation where the objective is given as the worst case performance and dimensionality reduction is performed the same way as for RRIFAM. Formulation RRIFAM2 is the same as RIFAM where no dimensionality reduction is performed.

We randomly generate a set of 400 demand vectors. They are designed in a way that many itinerary demands are highly correlated.

We use 100 demand vectors as historical training data to create the ambiguity set of formulation RRIFAM and the 300 others to simulate the airline operating period.

We use naive approaches to determine demand vectors for formulations IFAM, RIFAM and RRIFAM2. For formulation IFAM we consider three demand scenarios of low, medium and high total demand and consider the average of these three scenarios as input to our IFAM formulated problem. For formulation RIFAM and RRIFAM2 we consider maximum and minimum demand values for each leg and consider a box uncertainty set where each demand component varies within this interval.

With the solution of formulations IFAM, RIFAM and RRIFAM we simulate an airline operating period of 300 days and calculate an objective of total operating costs plus total loss revenue. We compare simulation results of the three formulations where our focus is on analyzing objective value and time performance.

Conservatism regulation parameters of our ambiguity set are fixed as $\nu = 0.6$ and $J = 0$. With $\nu = 0.6$, 100% of demand vectors were considered inside or in the border of the support set (no outliers). We calculate parameter $C$ so that the sum of variances in the direction of each principal component considered sums.
up to a minimum of 90% of the sum of variances considering all principal components. For the instance we created, $C = 8$ of 24.

To solve formulations RIFAM, RIFAM2 and RRIFAM we use a master and adversarial problem approach where, at each iteration, we use the adversarial problems to search for a demand scenario instance that invalidates the master problem solution. See [7] for more details on this solution approach.

Algorithms were coded in Julia [13] using JuMP and Cplex 12.7. All algorithms were run in an Intel CORE i7 CPU 3770 machine.

5.2 Comparative performance of the formulations

Table 1 presents the results of the implementation and solution for the four different formulations. The relation between objective values are as expected since formulation IFAM is optimizing against a specific demand scenario, formulations RIFAM and RIFAM2 are optimizing against a worst case scenario and formulation RRIFAM is optimizing an expected performance (worst-case). RIFAM is designed to be a lower bound of RIFAM2 since it considers less constraints (restricted uncertainty set), but the results show that RIFAM is a reasonable approximation of RIFAM2. Since we use affine decision rules, formulations RIFAM, RIFAM2 and RRIFAM are themselves upper bound approximations of the true optimal worst-case or worst-case expected performance. Since we use auxiliary variables to compose affine decision rules for formulation RRIFAM, it leads to more flexible results than affine decision rules use original demand uncertainty.

The total time performance result is in direct link with the number of variables of each formulation, although the number of iterations for each of the robust formulations varies. In terms of time performance, dimensionality reduction has been effective to reduce total time. On the other hand, since the size of our airline instance is small, additional measures should be put in place to be able to deal with real large airline instances.

The simulation results are also as expected since the formulation RRIFAM, in the long run, leads to the less costly total solution. We note that there are no guarantees, in terms of the mathematical model proposed, on how formulations IFAM and RIFAM would perform in the long simulation run. We also note that formulation RRIFAM is an approximation of the true optimal result. Even though we would expect that, in the long simulation run, result of worst-case expected performance of formulation RRIFAM would out perform the two other formulations, and that is the case.

6 CONCLUSION

Initial computational results have shown that our proposed model can improve over other more traditional approaches. A further study can analyze the quality of the approximations performed, using real life data and comparing with data-driven stochastic optimization approximation algorithms.
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ABSTRACT
5G networks will enable the creation of network slices to serve very different user requirements. Flex Ethernet (FlexE) is a standard technology that provides strict isolation between slices, also called hard slicing, by allocating capacity slots of physical links to slices. The resulting resource allocation problem is called Routing and Slot Allocation problem (RSA). We first prove that this problem is NP-hard and cannot be approximated. Then, we develop two matheuristics to efficiently solve the problem, by leveraging on a combination of Column Generation and Gauss Seidel procedures. The numerical evaluation, carried out by comparing the two matheuristics against a greedy algorithm over a realistic IP-RAN networks, shows an optimality gap smaller than 7%, while reducing the reservation cost by 4% compared to the greedy algorithm.

1 INTRODUCTION
The deployment of next generation 5G networks is paving the road for custom and personalized network services. In particular, due to the improvement in terms of end-to-end network capacity, latency and reliability, it is now possible to envision the decomposition of the physical network into several virtual sub-networks with very different requirements. Each sub-network, also called a slice, is independent from each other, and operated by different players, often referred to as tenants. The partitioning of network resources aims at guaranteeing that the requirements of tenants are met in all slices.

The importance of network slicing relies on the fact that these virtual networks can be designed to guarantee different Quality of Service (QoS) requirements. In 5G networks [5], three main use cases are commonly identified, namely enhanced Mobile Broad Band (eMBB), ultra Reliable and Low Latency Communications (uRLLC), and Massive IoT (mIoT), using the same physical infrastructure. The resources are provisioned inside each slice in such a way that the SLA (Service Level Agreement) requirements specified for each tenant can be met.

According to the isolation level, we categorize slicing technologies into soft and hard slicing. In soft slicing [1, 4], despite that QoS performance guarantees are pledged to slices, the traffic is actually multiplexed in a queuing system. A high load on a physical link may introduce an additional latency for all the slices that are routed through that link. And the traffic in one slice may impact the other slices in case of congestion. However, within hard slicing [8], each slice has dedicated resources at both physical and MAC layers. Performance misbehaviors of one slice can not have any influence on the other slices.

The main technology used to provide hard isolation is Flex Ethernet (FlexE) [10]. As mentioned in [1], it is a key enabler of 5G networks. The way FlexE can provide isolation between slices is through the reservation of resources at physical and MAC layers in a Time-Division Multiplexing Access (TDMA) fashion. The capacity of physical ports inside FlexE-enabled devices is allocated to each slice in the form of slots, i.e., multiples of a fundamental unit, normally expressed in Gigabits. Once a slot is allocated to a slice, it cannot be shared with another one. When a slice is created, FlexE slots must be reserved on physical links and user traffic must be steered through these slots. A network controller is typically taking routing and slot allocation decisions with the goal of minimizing unused resources.

In this paper, we present the Routing and Slot Allocation (RSA) problem for hard slicing with FlexE in 5G networks where the goal is to minimize the cost of resource reservations for a slice, under the constraint that all services in the slice are accepted. We show that this problem is NP-hard and it cannot be approximated with constant factors unless P = NP. We also present an efficient heuristic to quickly approximate the optimal solution.

The RSA problem is similar to problems such as the multi-commodity network optimization problems with general step cost functions [6], or the energy-aware routing with discrete link rates problem [2]. However, a few key differences exist. Firstly, the problem studied by [6] considers splittable flows unlike our problems where each service must be routed on a unique path. Secondly, even though [2] consider unsplittable flows, we cannot apply their method due to statistical multiplexing available in IP-RAN networks (see Section 2.3). To the best of our knowledge, we are the first to propose a column generation algorithm to solve this problem.

The structure of the paper is the following. We explain hard slicing in Section 2 and formally present the RSA problem in Section 2.3. We then propose an extended formulation of the problem in Section 3 and detail the column generation procedure. We then show in Section 4 two heuristics and compare, in Section 5, our heuristics on realistic 5G scenarios using IP-RAN network. Finally, we conclude this paper and discuss future works in Section 6.

2 HARD SLICING
Hard physical isolation between different slices can be achieved with Flex Ethernet (FlexE). This section presents how the technology works and the Routing and Slot Allocation problem (RSA).

2.1 Flex Ethernet for hard slicing
As shown in Figure 1, the Optical Internetworking Forum (OIF) has designed the FlexE standard as an extension of the traditional IEEE 802.3 standard for wired Ethernet. In more details, FlexE is implemented at the layer 1.5 of the OSI stack, adding a shim...
mapping forces the bandwidth reserved over a sub-interface to be expressed as a multiple of fundamental slot units. In the FlexE implementation we considered, the bandwidth is reserved in blocks of 5 Gb \[10\]. However, the first 5 slots allocated to each slice can be of 1 Gb, for a finer bandwidth reservation.

Data packets from the FlexE shim are then mixed on different PHY interfaces that carry all or part of the traffic coming from one or more sub-interfaces. The PHY interfaces are then multiplexing in a TDMA fashion, according to 64/66-bit block data line encoding. This multiplexing operation follows a rigid calendar, which is shared between the transmitter and the receiver to let the latter decodes the data when received.

### 2.2 Slot allocation policy

FlexE follows three bandwidth reservation rules: (i) it is necessary to activate enough slots on a link to cover all the services of the slice routed through that link; (ii) if there is enough activated slots over a link to accommodate a new service, it is not necessary to activate a new one; (iii) the slot activation sequence comes with a given order. For instance, referring to Figure 3, Service 1 of 7 Gb and Service 2 of 3 Gb need to use the same FlexE link. For Service 1, it is necessary to activate the first 5 1-Gb slots and 1 5-Gb slot, for a total of 10 Gb. This means that there are 3 Gb that are activated and not used by Service 1 and that can be used “for free” by Service 2. In particular, according to the FlexE standard, it is not possible to activate a 5-Gb slot before having activated all the 1-Gb slots. Thus, only the following link configurations are allowed: 1 Gb, 2 Gb, 3 Gb, 4 Gb, 5 Gb, 10 Gb, 15 Gb, 20 Gb and other multiples of 5 Gb slots.

On top of the three rules mentioned above, there is another bandwidth reservation policy that must be followed in IP-RAN networks (IP networks for mobile radio networks in 4G or 5G). Figure 4 shows that in aggregation and core networks statistical multiplexing can be used to save resources. The main idea of statistical multiplexing is to assume all services crossing a link will not be active at the same time. Therefore, it is possible to reserve only a portion of the bandwidth required by the services. However, it is necessary to reserve enough bandwidth to ensure that (i) the scaled sum of the capacities of the services passes and (ii) each service alone can pass. The scaling factor applied in the aggregation and in the core network is different as it depends on the number of services using the network. This mechanism is referred to as Convergence Ratio (CR). The CR scaling factor can be applied only to services that explicitly support it. For example, if two services, requesting for 4 Gb each, are routed on a link with a convergence ratio of 2, 4 Gb must be allocated as to allow each service to be routed alone.

### 2.3 Routing and Slot Allocation problem

Let \( G = (V, E) \) be the graph representing the network, where \( V \) is the set of nodes associated with the routers and \( E \) is the set of links between the routers. For each link \( e \in E \) we consider a positive cost \( C_e \) per unit of bandwidth used, a capacity \( b_e \) and, a latency \( \lambda_e \). In particular, \( b_e \) can be expressed as a multiple of a basic unit, referred to as slot, whose size is defined by the FlexE standard. For each link, it is possible to define a set of
valid slot configurations \( S^f \) that enumerates the possible slot activations. To each link configuration \( s \in S^f \) corresponds a bandwidth utilization \( \xi_{es} \).

A slice consists of a set of demands \( K \) to be allocated in the network. Each demand \( k \in K \) is characterized by a source node \( s^k \in V \), a destination node \( t^k \in V \), a bandwidth requirement \( D_k \) and a latency bound \( \Delta_k \). As we are considering an IP-RAN network, statistical multiplexing applies in some parts of the network for the subset \( K_{NC} \subseteq K \) of the demands. For each link \( e \), we define a CR factor \( \mu^e \) and the amount of bandwidth used by a demand \( k \in K \) is given by \( D_k^e = \mu^e D_k \). However, the bandwidth allocation of a link with statistical multiplexing must ensure that each demand in \( K_{NC} \) can be routed alongside the demand without convergence ratio. Thus, the bandwidth usage of a link \( e \) to allocate the set of demands \( K_e \), it is given by

\[
\begin{align}
  u(e, K_e) &= \sum_{k \in K, e \in K_{NC}} D_k + \max \left( \sum_{k \in K_{NC}, e \in K_{NC}} D_k^e, \max_{k \in K_{NC}} D_k \right) \\
  \text{s.t.} \\
  D_k x_{kp} &\leq \sum_{s \in S^e} \xi_{es} y_{es} \quad \forall e \in E \\
  \sum_{k \in K, p \in p^k} y_{es} &\leq 1 \quad \forall s \in S^e 
\end{align}
\]

where \( K_{NC} \subseteq K \) is the set of demands that are not requesting for statistical multiplexing.

The Routing and Slot Allocation problem (RSA) consists in computing a feasible path for all demands within the slice, while respecting the link capacities and delay constraints and minimizing the cost of resource reservation.

3 COLUMN GENERATION MODEL

In this section, we first formulate the problem via an Integer Linear Program (ILP). As this model requires an exponential number of variables, we propose a pricing procedure, based on Column Generation (CG) techniques to dynamically add the necessary variables.

3.1 Problem formulation

For each demand \( k \in K \), we denote by \( p^k \) the set of all possible paths between source \( s^k \) and destination \( t^k \). The number of paths for each demand can be exponential. For each demand \( k \) and each path \( p \in p^k \), a binary variable \( x_{kp} \) is equal to 1 if the path \( p \) is used by demand \( k \), 0 otherwise. For this extended model we also consider the slot configuration variables \( y_{es} \) for each \( e \in E \) and \( s \in S^f \) defined in the previous section.

The following ILP FlexE-CG is a valid formulation for the FlexE problem.

\[
\min \sum_{e \in E} C_e \sum_{s \in S^e} \xi_{es} y_{es} \\
\text{s.t.} \\
\sum_{k \in K, p \in p^k} D_k x_{kp} &\leq \sum_{s \in S^e} \xi_{es} y_{es} \quad \forall e \in E \\
\sum_{k \in K, p \in p^k} D_k x_{kp} &\leq \sum_{s \in S^e} \xi_{es} y_{es} \quad \forall e \in E, k \in K_C \\
x_{kp} &\geq 1 \quad \forall k \in K, p \in p^k \\
\sum_{k \in K_C} y_{es} &\leq 1 \quad \forall e \in E \\
x_{kp} &\in \{0, 1\} \quad \forall k \in K, p \in p^k
\]

\( y_{es} \in \{0, 1\} \quad \forall e \in E, s \in S^f \) (2g)

The inequalities (2b) are the traditional capacity constraints on each link \( e \) where the amount of traffic for demands in \( K_{NC} \) and demands scaled with the convergence ratio in \( K_C \) must be smaller or equal than the size of the activated slot \( \xi_{es} \). Inequalities (2c) ensure that each demand in \( K_C \) can be routed on its own. Inequalities (2d) ensure that at least one path is assigned to one demand. Inequalities (2e) guarantee that only one slot configuration is active on each link. Remark that, as we aim at minimizing costs which are positive, it is useless to take two paths for each demand. In order to help the pricing procedure, we do not consider strict equality in (2e). The inequalities (2f) and (2g) are the integrality constraints.

Pricing procedure. Since the model FlexE-CG has an exponential number of variables, it is necessary to propose a pricing procedure to generate only the necessary columns (i.e., to activate variables) inside the CG algorithm. Indeed, the pricing procedure is a sub module of the CG algorithm allowing to generate only the necessary columns that improve the linear relaxation of the FlexE-CG model and allow to reach the optimal relaxed solution. The pricing procedure consists in solving a sub problem to define if there exists a column such that the associated constraint in the dual formulation is violated\([3]\).

At each step of the column generation algorithm, we obtain the optimal dual values \( \delta^* \in \mathbb{R}^{K_C}, \pi^* \in \mathbb{R}^{K_{NC}}, \gamma^* \in \mathbb{R}^{K_C}, \theta^* \in \mathbb{R}^{K_{NC}} \) associated with the inequalities (2b), (2c), (2d), (2e), respectively.

Thus, for a given demand \( k \in K \), the separation of a violated dual constraint is equivalent to finding a path \( p \) such that

\[
\sum_{e \in E} D_k^e \delta_e - \sum_{e \in E} D_k \pi_k^e + \gamma_k > 0
\]

if \( k \in K_C \), and the following if \( k \in K_{NC} \):

\[
\sum_{e \in E} D_k^e \delta_e - \sum_{e \in E} D_k \pi_k^e + \gamma_k > 0
\] (4)

For each demand \( k \in K_C \) (resp. \( k \in K_{NC} \)), the constrained shortest path where the cost on each link is \( e \in E \) by \( D_k^e \delta_e + D_k \pi_k^e \) (resp. \( D_k^e \delta_e + \sum_{e \in E} D_k \pi_k^e \)) solves the pricing procedure. If solved optimally, it guarantees that a path is found if it exists. If the cost of the shortest path is strictly smaller than \( \gamma_k \), then we add the column (variable) associated with this path and this demand to the problem. If for all demands, no columns are added, the column generation procedure terminates.

Note that additive end-to-end QoS constraints, such as delay, jitter or packet loss (taking the logarithm), can be integrated in the path computation procedure. In our heuristic algorithm, we use well-known algorithms such as LARAC \([9]\) or GEN-LARAC \([11]\) to solve the constrained shortest path problem.

3.2 Column generation algorithm

As mentioned in Section 3.1, the FlexE-CG formulation contains an exponential number of variables and is adapted to a column generation algorithm to solve its relaxation. Figure 5 depicts the whole procedure where the fractional solution is then fixed to integer using a rounding algorithm. Column generation relies on a pricing problem to generate variables on-the-fly instead of enumerating them in the master problem. We combine it with a constraint generation procedure for constraints (2c) to avoid any stability issue and improve convergence speed.

The algorithm works as follows: first, we warm-start the FlexE-CG model with a solution found using a greedy algorithm (see
Algorithm 2 for more details). Then, we proceed with the following steps:

1) The column generation alternates between solving the master problem and the pricing problems:
   a) We solve a reduced FlexE-CG, i.e., FlexE-CG with a subset of paths, using a linear solver.
   b) Using the dual values of FlexE-CG, for each demand, we look for constrained paths that violate (3) or (4), using the LARAC algorithm. If we find any, we add them to FlexE-CG and go back to step 1a).

2) We then search for any violated multiplexing constraint (2c).
   If none is violated, we have an optimal solution $z^*_{LP}$ for the relaxation, otherwise we go back to step 1.

Algorithm 1 Randomized rounding

**Input:** A network $G = (V, E)$, link capacity $b_e, \forall e \in E$, set of demands $K$, set of paths $P = \bigcup_{k \in K} P_k$, vector $x \in \mathbb{R}^{|P|}$ of value for each path

**Output:** Set of paths $P$

1: $P_k^0 \leftarrow \emptyset, \forall k \in K$
2: $K_e \leftarrow \emptyset, \forall e \in E$
3: for demand $k \in K$ do
4:   while $P_k \neq \emptyset$ do
5:     $\bar{p} \leftarrow$ path drawn at random from $P_k$ with $Pr(p \text{ is selected}) = \frac{x_{p_k}}{\sum_{p \in P_k} x_p} \quad \forall p \in P_k$
6:     if link $e \in \bar{p} : u(e, K_e \cup \{k\}) \leq b_e$ then
7:       $\bar{p}_* \leftarrow \bar{p}$
8:     for link $e \in \bar{p}$ do
9:       $K_e \leftarrow K_e \cup \{k\}$
10:   break
11: else
12:   $x_{P_k} \leftarrow 0$
13: $P_k \leftarrow P_k \setminus \bar{p}$
14: $K_{REJ} \leftarrow \{k \in K : P_k^* = \emptyset\} \rightarrow \text{Get set of demands not routed}$
15: return $\bigcup_{k \in K} (P_k^* \cup \text{Greedy}(G, K_{REJ}, K_e, b))$

Randomized Rounding. Since the column generation procedure only provides a relaxed solution for FlexE-CG, we need to derive an integral solution from it. We propose a randomized rounding algorithm, shown in Algorithm 1. For each demand, we randomly (with uniform distribution) choose a path amongst all the paths generated during the column generation procedure. The probability of choosing a path $p$ is given by

$$P(k \text{ is routed on } p) = x_{pk}^*$$

where $x_{pk}^*$ is the value of $x_{pk}$ in the optimal solution of the relaxation of FlexE-CG. We check that the selected path can be routed on the current network configuration. If this is the case, we update the link-slot allocation and move to the next demand. Otherwise, we remove the path from the set of possible paths and pick a new one at random. If there is no more path in the pool, we add the demand to the list of rejected demands. Once all demands are considered and if the list of rejected demands is not empty, we try to find a solution for the rejected demands with the greedy algorithm.

Parallelization. As depicted below in Figure 5, the master problem and the pricing problems are solved iteratively but columns in the pricing can be generated in parallel. In the rounding step, we run in parallel several randomized rounding routines to ensure that the final solution will be integer and feasible. Finally, the best solution among those provided in the rounding step is selected.

Figure 5: Algorithmic framework to solve FlexE-CG.

4 HEURISTICS

In this section, we present two heuristics we designed to solve the RSA problem. The first one is a simple greedy algorithm that we use as benchmark. The second one is an adaptation of a procedure from the literature [7] to solve a network planning problem with splittable flows and no considerations on statistical multiplexing.

4.1 Greedy algorithm

Algorithm 2 Greedy algorithm

**Input:** A network $G = (V, E)$, link capacity $b_e, \forall e \in E$, set of demands $K$ to route, set of demands $K_e$ on each link $e$

**Output:** Set of paths $P$

1: $P \leftarrow \emptyset$
2: $K_e \leftarrow \emptyset, \forall e \in E$
3: for demand $k \in K$ do
4:   $E^k \leftarrow \{e : u(e, K_e \cup \{k\}) \leq b_e\}$
5:   $w^k(e) = \begin{cases} 1 & \text{if } A(u(e, K_e)) \geq u(e, K_e \cup \{k\}) \\ 1 + C_e & \text{otherwise} \end{cases}$ \quad $\forall e \in E^k$
6:   Find shortest path $p$ from $s^k$ to $t^k$ in $G^k$
7:   $P \leftarrow P \cup \{p\}$
8: for link $e \in P$ do
9:   $K_e \leftarrow K_e \cup \{k\}$
10: return $P$

Algorithm 2 is a greedy algorithm that selects a path, for each demand, by solving a constrained shortest path problem and update the slot allocation accordingly.

For each $k \in K$, we build a weighted graph $G^k = (V, E^k, w^k)$ and search for a constrained shortest path from $s^k$ to $t^k$ on $G^k$ using the LARAC algorithm [9].

The weights $w^k_e$ are chosen in order to favor paths that do not need a bigger slot allocation to route $k$ and is given by

$$w^k(e) = \begin{cases} 1 & \text{if } A(u(e, K_e)) \geq u(e, K_e \cup \{k\}) \\ 1 + C_e & \text{otherwise} \end{cases}$$

where $K_e$ is the set of demands on $e$ and $A(x)$ returns the minimum bandwidth allocation needed to route $x$ units of bandwidth.
We also filter out links that do not have enough capacity to route demand \( k \). Once a path \( p \) is found, we update the sets \( K_e \) for each link on \( p \) and move on the next demand.

4.2 Gauss-Seidel algorithm

Algorithm 3 Gauss-Seidel algorithm

Input: A network \( G = (V, E) \), link capacity \( b_e \forall e \in E \), set of demands \( K \), set of paths \( P = \{ p_k : \forall k \in K \} \)

Output: Set of paths \( P \)

1. \( E_{\text{CAND}} \leftarrow E \)
2. while \( E_{\text{CAND}} \neq \emptyset \) do
   3. \( K_e \leftarrow \{ k : e \in p_k \} \forall e \in E \)
   4. \( \tilde{e} \leftarrow \arg \max_{e \in E_{\text{CAND}}} C_e \times (S(u(e, K_e)) - u(e, K_e)) \)
   5. \( E_{\text{CAND}} \leftarrow E_{\text{CAND}} \setminus \tilde{e} \)
   6. \( (P_{\text{OLD}}, K_{\text{OLD}}, b_{\text{OLD}}) \leftarrow (P, K_e, b_e) \)
   7. \( b_{\tilde{e}} \leftarrow |S(u(e, K_e))| \)
   8. for demand \( k \in K_{\text{OLD}} \) do
      9. for \( e \in p_k \) do
         10. \( K_e \leftarrow K_e \setminus k \)
      11. \( p_k \leftarrow \emptyset \)
   12. \( P_{\text{NEW}} \leftarrow P \cup \text{Greedy}(G, K_{\text{OLD}}, K_e, b) \)
   13. if \( \text{Cost}(P_{\text{NEW}}) < \text{Cost}(P_{\text{OLD}}) \) then
      14. \( P \leftarrow P_{\text{NEW}} \)
   15. else
   16. \( P \leftarrow P_{\text{OLD}} \)
   17. Restore \((P_{\text{OLD}}, K_{\text{OLD}}, b_{\text{OLD}})\) as current solution
18. return \( P \)

Finally, we present a Gauss-Seidel procedure in Algorithm 3 that aims at improving any existing solution, similar to the link-rerouting algorithm in [7]. It is a local search heuristic which tries to reduce the number of active slots of each link by rerouting demands on new paths.

More precisely, for a valid solution, the algorithm chooses the link \( \tilde{e} \) with the most free bandwidth on it, weighted by its cost, i.e.,

\[
\arg \max_{e \in E_{\text{CAND}}} C_e \times (A(u(e, K_e)) - u(e, K_e))
\]

where \( E_{\text{CAND}} \) is the set of links not yet considered for removal. We remove all demands using \( \tilde{e} \) from the network and reduce the number of slot on \( e \) by one, e.g., if \( e \) was a FlexE link with a reservation of 15G, we reduce it to 10G. We then greedily route the removed demands on the new network configuration. If we obtain a lower cost with the new routing, we use it as our new best solution. Otherwise, we restore the link to its previous slot configuration, restore the removed demands on their previous paths. We continue until all links have been considered.

5 NUMERICAL RESULTS

In this section, we present numerical results to compare the algorithms on an IP-RAN scenario. The compact formulation (not presented in this paper) and the FlexE-CG model have been solved using CPLEX 12.7 and all algorithms have been executed on a server with 4 Intel(R) Xeon(R) CPU E5-4627 v2 @ 3.30GHz and 504GB of RAM.

5.1 IP-RAN scenario

We generate instances of an IP-RAN network with multiple domains connected to a mesh network. Each domain is composed of a set of nodes connected in single or dual-homing (access network) to a ring with probabilistic shortcuts (aggregation network). Services in slices can exist between nodes in the access networks or between a node in an access network and a node in the core network. The bandwidth requirement of services is randomly chosen between 50 Mb and 1 Gb. We consider two types of scenarios: hard slicing, denoted FlexE, and soft slicing, denoted VLAN (Virtual LAN), a candidate technology for this scenario. For VLAN, we assume that the granularity of each slot is 1 Mb, which is negligible compared to the size of the smallest demand. All algorithms are executed with a time limit of one hour. Results are averaged over 5 trials. A summary of the parameters used in the experiments is shown in Table 1.

<table>
<thead>
<tr>
<th>Topology type</th>
<th>Instance name</th>
<th># Nodes</th>
<th># Edges</th>
<th># Demands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>VLAN</td>
<td>FlexE</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Middle</td>
<td>VLAN</td>
<td>FlexE</td>
<td>1250</td>
<td>1600</td>
</tr>
<tr>
<td>Large</td>
<td>VLAN</td>
<td>FlexE</td>
<td>5000</td>
<td>6000</td>
</tr>
</tbody>
</table>

Table 1: Number of nodes, edges and demands for each instance type

Lower bounds: Figure 6 shows the lower bounds obtained with the compact formulation and the optimal solution \( z^* \), of the relaxation of FlexE-CG. The compact formulation can provide the optimal solution for small instances; we can thus evaluate the quality of the bounds computed by FlexE-CG. On small VLAN scenarios (i.e., with 50 demands), the bounds provided by FlexE-CG are close to the optimal (less than 3%); however, they are larger for the hard slicing scenarios (around 22%) as the bigger granularity of FlexE worsens the relaxation of the objective function.

On middle size instances (i.e., with 1250 demands), the compact formulation cannot be solved to optimality within the one-hour limit. Moreover, the bounds computed is much smaller than the ones computed by FlexE-CG. Thus, we use the bounds of FlexE-CG to evaluate the solutions of our algorithms on middle and large instances.

Solution quality: In Figure 7, we compare the solutions of the greedy and FlexE-CG algorithms, improved by the Gauss-Seidel algorithm, in terms of gap to the best lower bound, i.e., the compact solution for small instances and the FlexE-CG bounds for middle and large instances. The gap is computed as \( (z_{\text{CCP}} - \text{LB})/\text{LB} \), where \( z_{\text{CCP}} \) is the value of the solution and LB is the best known lower bound of the instance. Solutions of the compact formulation provided by CPLEX are not shown as CPLEX cannot return a valid solution in one hour.

First, we can see that the greedy provides good solutions, whose gap is 10.5% in the worst case. FlexE-CG can further improve the solution provided by the greedy algorithm and, on average, the gap is reduced by 3.8%. Moreover, FlexE-CG solutions are close to the optimal on soft slicing scenarios, with a gap smaller than 1.4%. The gap of hard slicing scenarios is larger, up to 6.2%, on middle size instances. However, the gap to optimality might be smaller as the bounds for hard slicing are not as tight as the ones for soft slicing.

Computational time: Finally, in Figure 8, we compare the computational time of the algorithms. The compact formulation is quite slow to be solved compared to the other algorithms. While it takes up to 36s, on average to solve small instances, FlexE-CG finds a solution in less than 2 s and the greedy algorithms takes
less than 20 ms. As previously mentioned, the compact formulation exceeds the time budget on middle instances. The greedy remains efficient as it takes less than one second even for large instances. FlexE-CG, instead, is considerably slower than greedy for middle and large scale networks, but it provides for better results.

Given the different performance in terms of optimality gap and execution time of the two approaches, they could be used in parallel to efficiently solve the RSA problem. The greedy algorithm can be used to quickly accept demands in an online fashion, while FlexE-CG can be used to periodically reconfigure the network and minimize the total resource reservation cost.

6 CONCLUSION

In this paper, we presented the Routing and Slot Allocation problem for 5G hard slicing. We modeled the problem using mathematical programming and proposed an extended formulation, solved using column generation. We analyzed its strength against a basic integer linear formulation. Based on this extended formulation, we derived a matheuristic, referred to as FlexE-CG, that we benchmarked against a greedy algorithm. We also strengthened our matheuristic through an adaptation of the Gauss-Seidel procedure allowing to improve the performances of the two heuristics. We showed that the extended formulation can provide good dual bounds in a reasonable amount of time compared to the compact formulation. The derived heuristic manages to obtain an optimality gap smaller than 7%, while improving the cost value of the solutions provided by the greedy up to 4%. In future works, we will propose valid inequalities to reduce the computational time of our matheuristic and increase the dual bound. Furthermore, we will investigate on others matheuristics and exact method based on our extended formulation.
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ABSTRACT
Real-time train scheduling is a complex network optimization problem, which is receiving increased attention from scientists and practitioners. Despite a vast literature on optimization algorithms for train dispatching, there are very few examples of real-life implementations of such algorithms. Indeed, the transition from theory to practice poses several critical issues, and many simplifying assumptions must be dropped. MILP models become more involved and hard to solve in the short time available. Here we describe how we successfully tackled these issues for dispatching trains on a railway in the north of Norway and Sweden.

1 INTRODUCTION
Railway infrastructure is increasingly congested: passenger traffic is expected to grow by 3.2% yearly for the next 8 years, while freight traffic by 1.4% ([13]). Increasing pressure results in poorer punctuality. In principle, one could augment capacity by building more infrastructure, but this requires large investments and the benefits will only be available after some years. A quicker and cheaper way to increase capacity is to improve traffic management by network optimization. Several recent studies have shown improvements in the punctuality ranging from 10% to 100% [3, 6, 9, 10, 12]. In these and all other papers presented in a large literature (for recent reviews, see [4, 8]), the train scheduling problem is represented by means of event graphs. The seminal example is probably Balas’ disjunctive graph introduced in [1] (where each node represents the starting of an operation), later extended to cope with blocking, no-wait job-shop scheduling problems by Mascis and Pacciarelli [11].

Despite this huge body of academic studies and successful stories, there have been only a few implementations of real-time train scheduling algorithms in real life [2, 9, 10]. Things are rapidly changing now, thanks to an increased interest by infrastructure managers worldwide in automatic train traffic control systems capable of maximizing punctuality or average velocity. In this paper, we describe one such implementation, focusing on the modelling and algorithmic challenges we had to tackle when moving from theory to practice. First, standard simplifying assumptions must be discarded in order to produce solutions which are practically viable. Next, new solution approaches must be developed and implemented in order keep the computation time of the optimal solution in the range of few seconds. Indeed, Fischetti and Monaci [5] showed that state-of-the-art solvers are already unable to tackle rather small instances of the MILP models derived from the event graphs of these type of scheduling problems.

The implementation we discuss in this paper is applied to a critical part of the railway network that runs from Sweden to the coast of Norway, also known as the “Iron Ore Line”. This single track line, well within the arctic circle, was originally built to transport iron ore from northern Sweden to the ice free waters of Narvik in northern Norway. The line is also used by a few passenger trains per day. In recent years, the increased number of iron ore trains as well as other types of freight trains has challenged the capacity of the line. An optimized dispatching could help ensuring that the physical capacity is used to its full extent.

One peculiar challenge of this piece of railway comes from its incline. This affects the speed of the heavy trains and may also affect their ability to stop in some of the stations. For example, fully loaded freight trains travelling from the iron ore mines in Sweden to Narvik in northern Norway have constraints regarding where they are allowed to stop, while lighter freight trains travelling towards Sweden are allowed higher speed and flexibility. Moreover, some freight trains are also too long for some of the side tracks in certain small stations. Passenger trains may have limitations too. In fact, most of the stations do not have passenger platforms in all their internal tracks, constraining the number of passenger trains that are able to meet in the station. Instead, for all type of trains, another important aspect is the variability of their travel times. Indeed, moving from a stopped condition requires some time to accelerate; similarly, stopping a train requires a deceleration and thus extended running times.

All these practical constraints are usually ignored in theoretical works but they are crucial in real-world applications, requiring more refined models. In this work, we mainly focus on two aspects: a) being able to define a more diverse set of constraints within each station; b) model travel times of each train based on its stopping pattern.

Our starting point is the recent Benders’ like decomposition approach to train rescheduling presented in [7, 9], extended to cope with all new physical and logical constraints. In this paper, we discuss the new features and the decomposition approach for this MILP problem. Furthermore we describe the actual implementation which has been tested by dispatchers on the iron-ore line.

2 A MILP FORMULATION
We start our description by considering a slightly simplified version of our problem, where the travel times of trains are fixed and do not depend on whether they stop.

The Iron Ore Line consists of a sequence of small stations and single-tracks. We follow here the micro-macro decomposition approach proposed in [7]. The macro problem is associated with the railway line, considered as a sequence of capacitated resources,
alternating stations and tracks (see Figure 2). Observe that at this macro level, we avoid the detailed description of the movements (i.e., routing and scheduling) of each train in every station which is instead represented by the expected total time spent in the station. The micro problem is associated with the routing and scheduling of trains within each station and track, according to the arrival and departure times established by the macro problem.

The decomposition allows us to treat the constraints generated in the micro level (e.g., track assignment, capacity) independently of each other. In Section 4 we will see how this decomposition can be exploited to solve the MILP model in a master-slave fashion. Instead, in this section we focus on describing how to formulate the constraints arising both at the macro and micro level, describing train movements.

For the line (or macro) problem, each train \(a \in A\) is assigned a route, i.e., an ordered sequence \(n^{a}_1, n^{a}_2, \ldots, n^{a}_m\) of route nodes, where \(r_i \in R, i = 1, \ldots, q\) is a line resource, either a track or a station\(^2\), and \(r_s, r_d\) are the origin and destination station, respectively. In this aggregation scheme, between each pair of nodes that represent two adjacent stations, there is always a track node.

Let \(N\) be the set of all route nodes for all trains in \(A, N^O \subset N\) be the set of all nodes associated with destinations. We associate a scheduling variable \(t^a_x \in R\) with each route node \(n^a_x \in N\), representing the time train \(a\) enters the resource \(r\). There is also a fictitious variable \(t^a_0 \in R\), which serves as a reference time for all trains (typically, but not necessarily, we have \(t^a_0 = 0\)). Thus, we have

\[
t^a_x - t^a_0 \geq \Gamma_{ra}, \quad n^a_x \in N^O,
\]

where \(\Gamma_{ra}\) is the earliest time train \(a\) can enter the network. Now let \(n^a_x, n^{a+1}_x \in N\) be two consecutive route nodes in a particular train route. Note that the time a train exits a resource is precisely the time the train enters the subsequent resource in its route. Therefore, the following constraints hold:

\[
t^a_{x+1} - t^a_x \geq \Lambda_{ra}, \quad n^a_x \in N \setminus N^D,
\]

where \(\Lambda_{ra}\) is the minimum time it takes train \(a\) to traverse resource \(r\). Moreover, for the destination nodes we have:

\[
t^a_{out} - t^a_x \geq \Lambda_{ra}, \quad n^a_x \in N^D,
\]

where the fictitious \(t^a_{out}\), \(a \in A\), represents the time train \(a\) "leaves" the railway network, i.e., it concludes its journey at the arrival station. Constraints (1), (2), and (3) are usually called precedence constraints, and they model the free running of a train, i.e., the minimum time required by a train to travel along its route without obstacles from other trains. Incidentally, even if we will not make explicit use of the underlying event graph, it is worth mentioning here that this is built by associating a node with every time variable and a directed edge with every constraint (1), (2), and (3).

In general, one has to consider the interactions between trains travelling in the same network. Observe that, for a pair of distinct trains \(a, b\) traversing a resource \(r\), exactly one of the following three conditions must occur:

1. \(a\) and \(b\) meet in resource \(r\)
2. \(a\) traverses resource \(r\) before train \(b\)
3. \(b\) traverses resource \(r\) before train \(a\)

Consider now a set of distinct trains \(A(r) \subseteq A\) traversing a resource \(r\). For each ordered pair of distinct trains \((a, b) \in A(r) \times A(r)\), we define \(y^r_{ab}\) to be equal to 1 if \(a\) exits \(r\) before \(b\) enters, and 0 otherwise. Furthermore, for each pair of trains \((a, b) \subseteq A(r)\), we introduce the binary variable \(x^r_{ab}\), which is 1 if and only if \(a\) and \(b\) are simultaneously (i.e., they meet) in resource \(r\). Then, we have that

\[
y^r_{ba} + y^r_{ab} + x^r_{ab} = 1, \quad \{a, b\} \subseteq A(r), r \in R.
\]

Accordingly, for every \(\{a, b\} \subseteq A(r), r \in R\), the schedule \(t\) will satisfy a family of (indicator) disjunctive constraints as follows\(^3\):

\[
(i) \quad y^r_{ab} = 1 \quad \implies \quad t^a_b - t^a_{ra+1} \geq 0,

(ii) \quad y^r_{ba} = 1 \quad \implies \quad t^a_b - t^a_{rb+1} \geq 0,

(iii) \quad x^r_{ab} = 1 \quad \implies \quad \begin{cases} t^a_{ra+1} - t^a_b \geq 0, \\ t^a_{rb+1} - t^a_b \geq 0, \end{cases}
\]

\[
y^r_{ab}, y^r_{ba}, x^r_{ab} \in \{0, 1\}.
\]

Indeed, \(y^r_{ab} = 1\) implies that \(a\) exits \(r\) before \(b\) enters \(r\) and, similarly, \(y^r_{ba} = 1\) implies that \(b\) exits \(r\) before \(a\) enters. On the other hand, when \(x^r_{ab} = 1\), then both \(a\) and \(b\) exit the sector \(r\) after the other train enters it (i.e., they meet in \(r\)). Exploiting the

\(^{2}\)Other decomposition schemes are possible, for instance by collapsing entire railway region in a single node of our master line problem.

\(^{3}\)Constraints (5) are associated with special entities of the event graph called disjunctive (alternative) edges, see for instance [11].
big-M trick, the family of disjunctive constraints in (5) can be easily linearized as follows:

\[
\begin{align*}
(i) & \quad t^r_a - t^{r+1}_a \geq -M(1 - y^{ab}_a), \\
(ii) & \quad t^{r+1}_b - t^{r+1}_a \geq -M(1 - y^{ba}_b), \\
(iii) & \quad t^{r+1}_b - t^{r+1}_a \geq -M(1 - x^{ab}_b), \\
(iv) & \quad \text{for all } a \in A, \quad y^{ab}_a, y^{ba}_b, x^{ab}_b \in \{0, 1\}.
\end{align*}
\]

A final set of constraints in the macro program will be used to represent the infeasibility of the micro problems, which in turn is associated to the resources in which the railway is decomposed.

Now, let \( t^* \) be a schedule that satisfies constraints (1), (2), (3), and (6), and suppose \( t^* \) minimizes a given objective function \( c(t) \).

If the timetable \( t^* \) is feasible for every micro problem (i.e., for every station and every track section between successive stations), then it is feasible and optimal also for the overall problem. Otherwise, at least for one station or one track section, the time schedule decided by the macro problem cannot be attained. There may be several reasons for such infeasibility. Here we will describe the case where feasibility depends only on the set of trains simultaneously in the resource. For example, two passenger trains are not able to meet in a station where there are two internal tracks but only one passenger platform, but both freight trains may meet. On a single track no two trains can meet. Two freight trains may meet. On a single track no two trains can meet.

So, let \( r \in R \) be a set of trains \( Q \subseteq A \) minimally infeasible for \( r \), if the trains in \( Q \) cannot meet simultaneously in \( r \), but all proper subsets of trains in \( Q \) can meet. We define the set of \( \mathcal{A}(r) \subseteq 2^A \) as the family of minimally infeasible set of trains for \( r \). Clearly, for any \( Q \in \mathcal{A}(r) \), at least two trains in \( Q \) cannot meet in \( r \). Note that if, according to a solution \( (t^*, x^*, y^*) \), all trains in \( Q \) meet in \( r \), then we have \( \sum_{(a,b) \in Q} x^{ab}_r = \left( \frac{|Q|}{2} \right) \) (namely the number of pairwise meetings in \( r \) of trains in \( Q \) is precisely \( \left( \frac{|Q|}{2} \right) \)). To prevent this to happen when the set \( Q \) is minimally infeasible, we can thus write the constraint:

\[
\sum_{(a,b) \in Q} x^{ab}_r \leq \left( \frac{|Q|}{2} \right) - 1, \quad Q \in \mathcal{A}(r), \quad r \in R.
\]

In conclusion, a complete MILP formulation can be obtained by considering as objective function \( c(t) \) the sum of the arrival times at destination of the trains, subject to constraints (1), (2), and (3) for all routes, and constraints (4), (6), and (7) for all resources \( r \in R \) and all the minimally infeasible sets \( Q \in \mathcal{A}(r) \) of trains.

The full model can be written as follow:

\[
\text{min} \quad c(t)
\]

subject to:

\[
\begin{align*}
&t^r_a - t^{r+1}_a \geq -M_y(1 - y^{ab}_a), & n^r_y \in \mathbb{N}^O \\
&t^{r+1}_b - t^{r+1}_a \geq -M_y(1 - y^{ba}_b), & n^r_y \in \mathbb{N} \setminus \mathbb{N}^D \\
&t^{r+1}_b - t^{r+1}_a \geq -M_y(1 - x^{ab}_b), & y^{ab}_a, y^{ba}_b, x^{ab}_b \in \{0, 1\}.
\end{align*}
\]

As mentioned above, the cost function \( c(t) \) in (8) usually consists of the sum of the weighted arrival time at destination of all trains, that is \( c(t) = \sum_{a \in A} w_a t^a_\text{out} \), where \( w_a \) is the weight of train \( a \). However, this can be generalized to more complex functions. For example, an objective function commonly used in the railway industry is a piece-wise linear one, where the delay of a train is taken into account only if it is greater than few minutes\(^4\).

### 3 AN EXTENDED MILP FORMULATION

As discussed in the previous section, the model in (8) assumes that travel times in tracks are constant and do not depend on the fact the train has stopped at the previous station or that it is going to stop in the next station. Similarly with travel times in stations. While this assumption is usually tolerated for passenger trains, it cannot be applied to heavy freight trains. In fact, they usually need a very long time to reach the nominal speed after they stopped, and to reach a full stop when travelling at nominal speed. Based on these observations, we identified four different running times for each track and two different running times for each station.

We define by \( R^T, R^S \subseteq R \) as the sets of resources that represent tracks and stations, respectively. Now, for each track \( r \in R^T \) and for each train \( a \in A \) we have:

- \( N^{r_a}_a \): the minimum running time if \( a \) does not stop at the previous or next station;
- \( N^{r+a}_a + N^{r-a}_a \): the minimum running time if \( a \) stops at the next station but not at the previous one;
- \( N^{r_a}_a + N^{r+a}_a \): the minimum running time if \( a \) stops at the previous station but not at the next one;
- \( N^{r_a}_a + N^{r+a}_a + N^{r-a}_a \): the minimum running time if \( a \) stops both at the previous and next station.

Instead, for each station \( r \in R^S \) and for each train \( a \in A \) we have:

- \( N^{r_a}_a \): the minimum running time if \( a \) does not stop in this station;
- \( N^{r+a}_a + N^{r-a}_a \): the minimum running time if \( a \) stops in this station.

In order to include this flexible running times into model (8), we introduce binary variables \( y^{r+a}_r, y^{r-a}_r \) in the following set of constraints:

\[
\begin{align*}
&t^{r+a}_a - t^{r}_a \geq N^{r_a}_a, & n^r_y \in \mathbb{N}^O \\
&t^{r}_a - t^{r+a}_a \geq N^{r+a}_a, & n^r_y \in \mathbb{N} \setminus \mathbb{N}^D \\
&y^{r+a}_r + y^{r-a}_r = 1, & \{a, b\} \subseteq A(r), r \in R^S \\
&t^{r+a}_a - t^{r+a}_a \geq -M_y(1 - y^{r+a}_r), & n^r_y \in \mathbb{N} \setminus \mathbb{N}^D \\
&t^{r+a}_a - t^{r+a}_a \geq -M_y(1 - y^{r+a}_r), & y^{r+a}_a, y^{r-a}_a \in \{0, 1\}.
\end{align*}
\]

\(^4\)Observe that, by Helly’s property, if every pair of trains in \( Q \) meet in \( r \), then there exist a point in time where all trains in \( Q \) are simultaneously in \( r \).

\(^5\)Note that the delay of a train \( a \in A \) can be computed by subtracting the originally scheduled arrival time at destination from \( t^a_\text{out} \).
1 if train \( a \) stops in station \( r \), 0 otherwise. In other words, we introduce this additional (indicator) constraint:

\[ z^a_r = 0 \implies t^a_{r+1} - t^a_r = N_{a}^r. \]  

(9)

Similarly to what done in (6), we can linearize this constraint by using the big-M trick:

\[ t^a_{r+1} - t^a_r \leq N_{a}^r + Mz^a_r. \]  

(10)

Indeed, when \( z^a_r \) is equal to 0, then this constraint together with (2) imply that the travel time of train \( a \) in \( r \) is exactly \( N_{a}^r \), which means that the train did not stop and traversed the station at its nominal speed.

With these "stopping" binary variables at hand, we can now define the constraints that model the travel times in stations and tracks more accurately.

For each station \( r \in R^S \), and each train \( a \in A \), we introduce the following set of constraints:

\[ t^a_{r+1} - t^a_r \geq N_{a}^r + \Lambda_{a}^r z^a_r. \]  

(11)

Similarly, for each track \( r \in R^T \), and each train \( a \in A \), we have:

\[ t^a_{r+1} - t^a_r \geq N_{a}^r + \Lambda_{a}^r z^a_r + \Delta_{a}^r z^a_r. \]  

(12)

where \( z^a_r, z^a_{r+1} \) represent the stopping variables at the previous and next stations, respectively.

We can now substitute constraints (2) with constraints (10), (11), and (12) to obtain the final MILP model:

\[
\begin{align*}
\min \ c(t) \\
\text{subject to:} \\
& t^a_r - t^a_o \geq \Gamma_a, \\
& t^a_{r+1} - t^a_r \geq N^a_r + \Lambda^a_r z^a_r, \\
& t^a_{r+1} - t^a_r \geq N^a_r + \Lambda^a_r z^a_r + \Delta^a_r z^a_r, \\
& t^a_{r+1} - t^a_r \leq N^a_r + Mz^a_r, \\
& t^a_{\text{out}} - t^a_r \geq \Lambda^a_r, \\
& y^a_{ba} + y^a_{ab} + x^a_r \leq 1, \\
& t^a_r - t^a_o \geq -M(1 - x^a_r), \\
& t^a_r - t^a_{r+1} \geq -M(1 - x^a_r), \\
& t^a_r - t^a_{r+1} \geq -M(1 - x^a_r), \\
& t^a_r - t^a_{r+1} \geq -M(1 - x^a_r), \\
& \sum_{\{a,b\} \in Q} x^a_r \leq |Q|, \\
& y^a_{ba}, y^a_{ab}, x^a_r \in \{0,1\}, \\
& t^a_r \in R, \\
& z^a_r \in \{0,1\}, \\
& t^a_{\text{out}} \in R, \\
& t^a_r \in R, \\
& t^a_r \in R.
\end{align*}
\]

(13)

4 SOLUTION APPROACH

In our real-life implementation of train rescheduling, Problem (13) is solved iteratively every 10 seconds. Each time, the current status of the trains (i.e. position, speed, etc.) is gathered from the field, along with the current status of the rail network. The associated initial event graph is built. This is the pre-processing phase. Then, the MILP associated to the current instance is solved. The solution method is based on the decomposition in the macro problem and the micro problems described in Section 2 and shown in Figure 2. Indeed, this can be seen a master-slave approach, as described in [7]. If the master (or macro) problem is infeasible, then there is no solution to the scheduling problem (and we are in a deadlock situation). Otherwise, it produces an optimal tentative schedule \( t^* \). Recall that the schedule variables in the macro problem are associated with the times each train enters a macro railway resource, in our case a station or a track between two stations in the line. Thus, the schedule \( t^* \) may be interpreted as a tentative (disposition) timetable. Next, this timetable is used by all micro (or slave) problems in order to solve the routing/scheduling within each station or track (even though for tracks this is trivial). If they are all feasible, then we have found the optimal solution. Otherwise, we generate the constraints that invalidate the current schedule in at least on piece of the railway, forcing the master problem to find a new tentative schedule.

In Figure 3 we give a schematic representation of the overall algorithm. First, the real-time data are pre-processed and the event graph is updated (pre-processing). Second, the MILP Master Problem is solved considering only a subset (initially empty) of constraints (7): this MILP is called restricted master. The current master solution is then checked for feasibility by solving the slave problems. Namely, we check if any constraint (7) not included in the current restricted master is violated by the current solution - we call such violation a conflict. Observe that, while checking conflicts on tracks is in general a simple exercise, a similar check for stations can be indeed hard (some polynomial cases of practical interest are discussed in [7]). If this is the case, the violated constraints are added to the master problem and the process is iterated until no violated constraints exists.

Note that this delayed row-generation approach usually generates models that are much smaller than the ones generated by the full MILP formulation (see [7]). This helps to drastically reduce the computation time.

5 RESULTS & CONCLUSIONS

Implementing an algorithm of this sort in real-life poses, as described earlier, some additional challenges both with respect to removing theoretical assumptions and adapting formulations to problem specific peculiarities. Another major challenge is to interface with real-time systems in order to get the correct data in real-time. Collaboration with the dispatchers is very important as they have the final word on whether the decisions suggested by the algorithm is accepted or not. Here eliciting why they make their decisions should not be underestimated. The interaction...
with the dispatchers does also make it difficult to compare the algorithm to the current as we do simply not know what would have happened had the dispatchers accepted all dispatching suggestions.

The algorithm has been implemented into a user interface where we are able to show the dispatchers a classical train graph representing the line, see Figure 4. On the x-axis we have time, both past and present separated by a red line. The stations along the line are placed on the y-axis. Each train is shown as a line in the graph with its train number, the black line is the schedule, the full red line represent the past real-time data. Where the dashed red line is the future dispatching suggestions. This train graph has been tested over a period by the dispatchers in Narvik operational control center in real-time.

When running in a real-time setting the input data in the algorithm is updated every 10 seconds before it is executed again. Testing on real-time data over an extended period the approach presented in this paper has been able to provide solutions within (the wanted) 2 seconds. The planning horizon covers the following 2 hours, and the solution returned must be conflict free. The computing speed is extremely important as solutions which are constantly updated on the status of the trains and of the railway must be presented to dispatchers. Hence, with longer solution times the dispatching suggestions might already be out of sync with the real-time data.

The implementation was funded by the Norwegian National Research Council, and the system was indeed operative only on the Norwegian side of the line, supporting the Norwegian dispatchers sitting at Narvik. However, for the Swedish part of the line, there is a second control center located in Boden (not far from the Gulf of Bothnia where the line ends). It is worth noticing here that the limited coordination between the two brains of the line generates various problems. The dispatchers at Narvik may become aware of scheduling decisions taken at Boden only when the trains are approaching the border and in any case they cannot affect such decisions (if not occasionally through some laborious negotiations on the phones). It should be apparent that having a single optimization tool on both sides of the border would significantly increase the coordination, the quality of the overall solutions and the awareness of both teams of dispatchers.
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ABSTRACT
An effective algorithmic solution for resource-sharing problems in heavily loaded systems is Scheduling by Edge Reversal (SER), essentially providing some level of concurrency by describing an order of operation for nodes in a graph. The resulting concurrency is a hard metric to optimize, as the decision problems associated with obtaining its extrema have been proved to be NP-complete. In this paper, we propose a novel approach involving longest cycles for solving the Minimum Concurrency Problem to proven optimality. Moreover, we show how this model can be used in the field of algorithmic composition to assemble a maximum-length loop of original computer music, capturing fundamental concepts in music theory. To illustrate this strategy, we present a complementary simulation accessible through the Web.

1 INTRODUCTION
Resource-sharing problems arise naturally in many scenarios, where graph algorithms are often employed to provide a distributed, asynchronous scheduling solution. By representing each process as a node, we define that nodes are connected by an edge if and only if they share a resource. Specifically, in neighborhood-constrained systems, a process is only allowed to operate if and only if all of its neighbors are idle, meaning that all of its required resources must be available at the time of operation. As a consequence, multiple processes requiring the same resource form a clique, a complete sub-graph in which only one node is allowed to operate at a time. A connected undirected graph representing resource dependencies among processes, as illustrated in Figure 1(a), will be referred to as a resource graph throughout this paper.

Under a heavy load assumption, where nodes are constantly demanding access to their required resources, an effective scheduling algorithm to ensure fairness and prevent starvation is Scheduling by Edge Reversal (SER). Introduced by Gafni and Bertsekas [7] in 1981 and later formalized by Barbosa and Gafni [3] in 1989, SER has inspired many distributed resource-sharing applications ranging from asynchronous digital circuits [5] to the control of traffic lights in road junctions [4].

The execution of SER may be summarized as follows: by taking a directed acyclic graph (DAG) such as the one in Figure 1(b) as input, SER simultaneously operates all sinks, meaning that all nodes with no outgoing edges are allowed to utilize the resources they demand to perform their corresponding tasks. Once every sink is done operating, the orientation of their incoming edges is reverted, effectively allowing other nodes to become sinks themselves. This process is repeated indefinitely, as each new iteration will generate a new DAG, allowing different nodes to utilize resources and operate. Eventually, orientations will start repeating themselves, leading to the existence of periods. In fact, as observed by Barbosa and Gafni [3], all nodes operate the same number of times within a given period. Figure 1(c) illustrates this procedure.

In order to apply SER to any resource graph and obtain a corresponding schedule, an initial acyclic orientation must be generated. This initial DAG will directly impact the overall concurrency of the edge reversal procedure, leading to periods of different lengths and of different orientations. Intuitively, a highly concurrent dynamic will result in more nodes operating simultaneously while minimizing the amount of steps where each node is idle. Although a formal definition of concurrency is kept for Section 2, it’s already inevitable to inquire about the complexity of problems such as obtaining the orientations that lead to the extrema of this metric. In fact, the decision problems associated with identifying the maximum as well as the minimum concurrency yielded by a given resource graph have been proved to be NP-complete by Barbosa and Gafni [3] and by Arantes Jr [11], respectively.

Contrary to intuition, obtaining the orientations of a resource graph from which SER will provide minimum concurrency is advantageous to a number of applications. For instance, Gonçalves et al. have employed SER under minimum concurrency to diminish the amount of Web marshalls needed for the distributed decontamination of Webgraphs [9, 14, 16], while Alves et al. have shown, through simulations of real conflagration scenarios, that less concurrency implies in a reduced number of automated firefighters required to control the flames [2]. However, despite SER’s intrinsic connection to rhythms, no application in the field of algorithmic composition exists in the literature. As such, this paper presents a novel mechanism which, under minimum concurrency, schedules musical phrases to create the lengthiest possible original tracks that capture fundamental concepts in music theory, such as rhythm and polyphony. This is only possible by developing an optimization strategy for solving the Minimum Concurrency Problem (MCP), which is also presented in this work as an original contribution.

The following is how the remainder of this paper is organized. In Section 2, we recall some graph-theoretic definitions associated with SER, including a formal metric for concurrency. Section 3, in turn, describes the concepts involved in our proposed reformulation of MCP. Finally, in Section 4, we show how minimum concurrency under SER can be used to assemble a maximum-length loop of computer music, expressing our concluding remarks and future work suggestions in Section 5.
2 GRAPH-THEORETIC BACKGROUND

Initially, as defined in Barbosa and Gafni [3], we shall characterize the necessary terminology to define concurrency under SER. As such, let \( G = (V, E) \) be a connected undirected graph where \(|E| \geq |V|\) (i.e. \( G \) is not a tree). Let \( \kappa \subseteq V \) denote an undirected simple cycle in \( G \), that is, a set of vertices that form a sequence of length \(|\kappa| + 1\) of the form \( i_0, i_1, \ldots, i_{|\kappa|-1}, i_0 \). If \( \kappa \) is traversed from \( i_0 \) to \( i_{|\kappa|-1} \), we say that it is traversed in the clockwise direction. Otherwise, we say that it is traversed in the counterclockwise direction. Let \( K \) denote the set of all simple cycles of \( G \).

Moreover, an acyclic orientation of \( G \) is a function expressed as \( \omega : E \rightarrow V \) such that no undirected cycle \( \kappa \) of the form \( i_0, i_1, \ldots, i_{|\kappa|-1}, i_0 \) exists for which \( \omega(i_0, i_1) = i_1, \omega(i_1, i_2) = i_2, \ldots, \omega(i_{|\kappa|-1}, i_0) = i_0 \). Let \( \Omega \) denote the set of all acyclic orientations of \( G \).

Lastly, given an undirected simple cycle \( \kappa \) and an acyclic orientation \( \omega \), let \( n_{cw}(\kappa, \omega) \) be defined as the number of edges oriented clockwise by \( \omega \) in \( \kappa \). Similarly, let \( n_{ccw}(\kappa, \omega) \) be defined as the number of edges oriented by \( \omega \) in the counterclockwise direction. Therefore, the concurrency of a graph \( G \) is defined as a function \( \gamma : \Omega \rightarrow \mathbb{R} \) such that:

\[
\gamma(\omega) = \min_{\kappa \in K} \left\{ \frac{\min \{n_{cw}(\kappa, \omega), n_{ccw}(\kappa, \omega)\}}{|\kappa|} \right\}
\]  

\( \gamma(\omega) \) equals the minimum of the maximum of the number of edges oriented clockwise or counterclockwise by \( \omega \) in any cycle \( \kappa \) of \( G \).

3 OBTAINING MINIMUM CONCURRENCE

Our main goal in this section is to propose a linear-time algorithm for obtaining the minimum concurrency yielded by a resource graph \( G \) given one of its longest simple cycles as input. This reduction will essentially provide a computational model for the Minimum Concurrency Problem (MCP), allowing previously developed techniques for the Longest Cycle Problem (LCP [8]) to also be effective for MCP.

---

Figure 1: Scheduling by Edge Reversal as a distributed solution for scheduling processes (nodes) in a resource-sharing system.
Initially, we shall derive a different expression for minimizing $\gamma(\omega)$ over all $\omega \in \Omega$. Given that $\Omega$ is a finite set, let $y^*$ denote the minimum value that Equation 1 assumes over all $\omega \in \Omega$:

$$y^* = \min_{\omega \in \Omega} \left( \min_{k \in K} \left( \frac{\min \{n_{cw}(k, \omega), n_{ccw}(k, \omega')\}}{|K|} \right) \right)$$  \hspace{1cm} (2)

The following lemma holds:

**Lemma 3.1.** $y^* = \min_{k \in K} \left( \frac{1}{|k|} \right)$

**Proof.** Consider Equation 1. For a given $\omega'$, let $\kappa'$ be the simple cycle that minimizes the internal fraction. Let $x$ be defined as $x = \min \{n_{cw}(k', \omega'), n_{ccw}(k', \omega')\}$, bringing Equation 1 to a value of $y(\omega') = x/|k'|$.

However, for every $\kappa \in K$, there will always exist an acyclic orientation $\omega$ such that $n_{cw}(k, \omega) = 1$ and $n_{ccw}(k, \omega) = |k| - 1$, or vice versa (this follows immediately from the fact that a directed cycle would only exist if and only if either $n_{cw}(k, \omega) = 0$ or $n_{ccw}(k, \omega) = 0$).

Therefore, there must also exist an orientation $\omega$ for $\kappa'$ such that either $n_{cw}(k', \omega') = 1$ or $n_{ccw}(k', \omega') = 1$. Consequently, if $\omega'$, when applied to $\kappa'$, didn’t produce the result $x = 1$, there will necessarily exist another acyclic orientation $\omega$ that will lead to $y(\omega') = 1/|k'|$.

Now, consider Equation 2. If $y^*$ is less than $1/|k'|$, then there must exist a simple cycle $\kappa'$ which, under an orientation $\omega^*$, will produce $1/|k'| < 1/|k'|$. As such, Equation 2 has become a minimization problem over all $k \in K$.

Lemma 3.1 is essentially the problem of finding a longest undirected cycle of $G$, whose minimum concurrency will be equal to the reciprocal of the size of its circumference.

We now show how to obtain $\omega^*$, an orientation for which $y(\omega^*) = y^*$. Let $\kappa^*$ be a longest simple cycle of $G$, meaning that $|\kappa^*| \geq |k|$ for all $k \in K$. The following theorem holds:

**Theorem 3.2.** Given any longest cycle $\kappa^* \in K$ as input, there exists a linear-time algorithm for finding an orientation $\omega^* \in \Omega$ such that $y(\omega^*)$ is minimum over all $\omega \in \Omega$.

**Proof.** The proof of Lemma 3.1 states that minimum concurrency will be attained if an orientation $\omega^*$ is applied to $G$ under the condition that $n_{cw}(\kappa^*, \omega^*) = 1$ and $n_{ccw}(\kappa^*, \omega^*) = |\kappa^*| - 1$ or vice versa, where $\kappa^*$ is a longest cycle. Orienting $\kappa^*$ under the aforementioned conditions can be performed in linear-time by traversing the cycle $\kappa^*$ and assigning an increasing identification number $1, \ldots, |\kappa^*|$ to each visited vertex, resulting in a topological ordering of the cycle. By orienting the corresponding edges towards the vertices with lower identification numbers, only one edge (connecting the vertices with the highest and the lowest identification numbers) will be oriented in the opposite direction from the other $|\kappa^*| - 1$ edges, fulfilling the requirement.

It is now necessary to prove that it is possible to orient the remaining edges of $G$ such that the resulting orientation $\omega^*$ is always acyclic. Let $S = V - \kappa^*$ be the set of the remaining vertices of $G$. Let us assign an increasing identification number $|\kappa^*| + 1, \ldots, |V|$ to each vertex in $S$, and then orient all edges of $G$ towards the vertices with lower identification numbers. By contradiction, if the resulting orientation $\omega^*$ were cyclic, there would need to exist a path $i_0, i_1, \ldots, i_0$ (i.e. a directed cycle). However, since edges always lead to vertices of lower identification numbers, it is impossible to return to $i_0$ after leaving it, for any $i_0 \in V$. As such, no cycles are formed.

Finally, we structure the proof discussed in Theorem 3.2 as the algorithmic procedure presented in Algorithm 1. Its correctness relies on the aforementioned proof. Note that linear-time is attained only if the method $getClockwiseNeighborOf(v)$ is $O(1)$. This will depend on the data structure used for storing $\kappa^*$, which is usually an array containing the vertices of the cycle in the order they should be visited. In this case, $getClockwiseNeighborOf(v)$ will simply return the next element in the array and fulfill the $O(1)$ requirement. Since $G$ is always a connected graph where $|E| \geq |V|$ as defined in Section 2, the overall time complexity of the algorithm is $O(m)$, where $m = |E|$.

### 4 ASSEMBLING COMPUTER MUSIC

As expressed by Shan and Chiu [19], effective computer music generation is the dream of computer music researchers. Previous explicit approaches (where composition rules are specified by humans) have resorted to Hidden Markov Models to capture the sequence requirements of melody [17], but are usually limited to composing counterpoint or harmonization for already existing tunes [6].

In this section, we show how a system under SER’s minimum concurrency is capable of generating a maximum-length loop of pre-recorded musical phrases, while respecting fundamental concepts in music theory and creating original melodies for blues, jazz, and rock music. In Subsection 4.1, we introduce the terminology that will be used throughout Subsection 4.2 to provide a strategy for representing musical phrases as graphs. Lastly, in Subsection 4.3, we discuss implementation-specific details for a complementary simulation included in Appendix A.
4.1 Music Theory Definitions

Initially, we shall define the necessary terminology from music theory employed throughout this section, for which we resort to Schmidt-Jones’ book [18]. A musical phrase corresponds to a group of individual notes that, together, express a definite melodic idea. It is customary for phrases to appear in pairs: the first phrase often sounds unfinished until it is completed by the second, almost as if the latter were answering a question posed by the former. Phrases that respect this dynamic are called antecedent and consequent, respectively.

A bar (or measure) is a group of beats that occur during a segment of time. When more than one independent melody takes place during the same bar, we call a piece of music polyphonic (e.g. Pachelbel’s "Canon"; last chorus of "One Day More", from the musical "Les Miserables"). Finally, a lick, or short motif, corresponds to a brief musical idea that appears in many pieces of the same genre. In this work, a pair of antecedent and consequent phrases, when played sequentially, will also be referred to as a lick.

4.2 Graph Representation

Although we believe that music generation through SER can be employed to assemble any musical unit (such as chords or individual notes) into a composition, the application we propose revolves around scheduling phrases. Specifically, we would like to capture the following requirements:

(i) A consequent phrase may only be played after an antecedent phrase, forming a lick;
(ii) If two or more phrases are playing at the same time, either they are all antecedent or all consequent;
(iii) Phrases of different intensities (e.g. number of notes) may not go well together;
(iv) The final composition must be a loop, contain all available phrases and be of maximum length.

When arranging previously recorded (or generated) phrases into a graph, our goal is to structure which phrases can be played sequentially and which can be played simultaneously, creating a polyphony. By representing each phrase as a node, we are able to capture the aforementioned restrictions through the insertion of edges. In a resource graph, an edge between two nodes represents the inability of those nodes to operate at the same time. As such, an edge between two phrases is able to prevent them from occurring during the same bar, while allowing each separate phrase to be played in sequence.

![Resource Graph Example](image)

Figure 2: A resource graph where nodes marked as “A” and “C” represent antecedent and consequent phrases, respectively. Nodes connected by an edge are unable to be executed simultaneously, but are allowed to be played in sequence.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Antecedent</td>
</tr>
<tr>
<td>Genre</td>
<td>Blues</td>
</tr>
<tr>
<td>Note Count</td>
<td>8</td>
</tr>
<tr>
<td>File</td>
<td>antec02.mp3</td>
</tr>
</tbody>
</table>

(a) An antecedent phrase. (b) Node attributes.

Figure 3: An example of a node and its attributes.

Above, in Figure 3, we present the information contained within each node. A note count, corresponding to the number of notes within a phrase, is used to measure its intensity. For this specific example, two nodes will be connected to each other if and only if:

1. they’re of different types (antecedent and consequent);
2. their note count is within a specified threshold;
3. and they belong to the same genre.

Moreover, we’d like to make this example more interesting by allowing a transition between two different genres: blues and jazz. By introducing transitional phrases that incorporate elements from both genres, a more seamless changeover can be achieved. Antecedent phrases from blues and jazz, when connected to transitional nodes, can act as gateways that allow access to their respective genres.

Figure 2 illustrates all the previously discussed components. Nodes marked as “A” and “C” represent antecedent and consequent phrases, respectively. The further a node is from a transitional node, the more intense is the phrase it represents. Due to the antecedent / consequent dynamic, the resulting graph is bipartite, for which MCP remains NP-complete [12].
4.3 Implementation Details
In order to demonstrate the ideas discussed in Subsection 4.2, we have developed a simulation showing how the phrase-scheduling dynamic, when applied to a graph such as the one in Figure 2, is able to produce musical loops of maximum length. In this subsection, we document our steps and discuss implementation details that may be useful for future work. The final result, featuring the resource graph from Figure 2, is presented in Appendix A.

As discussed in Section 3, the first step in the process of obtaining minimum concurrency is identifying a longest simple cycle. Although this task is visually straightforward when considering the resource graph from Figure 2, larger instances require a computational approach. As such, we relied on the Simple Cycle Problem branch-and-cut strategy proposed in Lucena, Cunha and Simonetti [15], which is based on a formulation that decomposes simple cycles into one simple path and an additional edge. We implemented this procedure in the C programming language and used the XPRESS Mixed Integer Programming package to solve linear programs and manage the branch-and-cut tree.

Despite the example from Figure 2 only containing 15 nodes, our computational results have shown that the aforementioned strategy is able to solve, in under 1 hour, instances of random graphs with as many as 2,000 nodes and 40,034 edges (probability $p = 0.01$ for an edge to exist between two nodes), being an appealing approach for larger instances. In turn, a linear-time implementation of Algorithm 1 is employed to provide an acyclic orientation for the resource graph, yielding minimum concurrency. The pipeline presented in Figure 4 summarizes this process.

Figure 4: Implementation pipeline for solving MCP.

Note, however, that initial orientations may violate requirement (ii), which states that antecedent and consequent phrases are not allowed to be played together. This is because sinks may be formed anywhere in the graph when orienting nodes outside the original longest cycle. However, this is merely an initialization issue: once a SER period is reached, the system will enforce, through the edge-reversal dynamic, that antecedent phrases will only become sink nodes when a consequent phrase reverts its edges, and vice versa.

Having attained minimum concurrency for the resource graph in Figure 2, we switched our attention to developing a visualization strategy. From a compatibility perspective, a web simulation built in JavaScript is both lightweight and easy to access on most platforms. Moreover, two convenient libraries, available under the MIT License, made this choice even more appealing: Vis.js [1], which enables us to visually represent any graph and handle the necessary edge-reversal dynamics; and Howler.js [20], providing a reliable audio interface when dealing with multiple files.

Finally, we curated audio recordings responsible for the rhythm sections (also known as backing tracks) and recorded all antecedent and consequent phrases on an electric guitar. Given that this small simulation is comprised of only 15 nodes, the process of syncing each phrase to their corresponding backing track was performed manually. For instance, a 12-Bar Blues composition may alternate between antecedent and consequent phrases every 2 bars. Different phrases have different starting points within this window, requiring an offset to account for synchronization. However, once synced, phrases may be played whenever a new 2-bar window starts. As such, by setting the edge-reversal frequency to 2 bars, every phrase will sound natural when their corresponding node becomes a sink.

5 CONCLUSION
In this paper, two main contributions to SER were presented: first, we reformulated the Minimum Concurrency Problem, providing a viable approach for its optimization and allowing many empirically attractive solvers to also be effective for MCP. Secondly, we proposed a novel strategy for assembling original computer music, which schedules all available building blocks (in our example, musical phrases) into a maximum-length loop, all the while incorporating essential music-theoretical restrictions.

Regarding SER’s debut in algorithmic composition, we are eager to discover how other researchers and musicians may employ this technique and its variations to create unique songs. We note that the Web is a never-ending repository of musical phrases, many of which are encoded in MIDI format. MIDI is a technical standard that allows a musical pattern to be described and synthesized by a computer [10], replacing the need for physical recording and manual synchronization. This gain in development speed can allow for the modelling of truly large resource graphs, producing hour-long tracks of exclusively distinctive music.

Another aspect that can be investigated is controlling the level of polyphony within a song. For instance, higher concurrency values imply in a large number of independent melodies occurring during the same bar, which may lead to undesirable noise throughout the composition. As such, minimum concurrency not only provides a maximum-length loop of music, but also avoids an oversaturation of sounds that may lead to low-quality polyphony. Currently, we investigate how octave information (the frequency range in which the fundamental pitch of each note is found) can be used to control which sounds should be played simultaneously (e.g.: a phrase whose notes were recorded near octave $C_3$ could be played alongside a phrase with notes situated around octave $C_5$). This approach would avoid melody lines competing for the same frequency range, leading to more distinguishable and pleasant sounds.

Lastly, we invite other researchers to investigate a viable computational model for the Maximum Concurrency Problem, which consists of maximizing Equation 1 over the set of acyclic orientations $\Omega$. This breakthrough would impact many distributed resource-sharing applications, such as routing Automated Guided Vehicles (AGVs) [13], scheduling job shop tasks [13] and controlling traffic lights in road junctions [4]. Naturally, new engaging applications that could benefit from SER’s simplicity are also an interesting theme for future research, especially when combined with new theoretical advancements for this technique.

A MUSICAL SIMULATION
The musical simulation referred to throughout this paper is available online at the following website, and can be viewed in any browser: https://cemarciano.github.io/Song-Generator/.

This simulation is an open-source project distributed under the GNU GPL v3.0 License. Source code is available at the following website: https://github.com/cemarciano/Song-Generator.
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ABSTRACT

Given a mobile network composed of a set of devices, a set of antennas (Base Stations) and a discrete set of radio resources, we define a domain as a subset of devices/antennas that communicate via radio transmission links in order to exchange data for a specific service. In this context, we are interested in the Domain Creation (DC) problem. It consists in finding an allocation of radio resources to the transmission links of the network so that different domains, each one related to a specific service (gaming, video streaming, content sharing, etc.), can be implemented simultaneously. Every domain has specific requirements in terms of quality of the transmission links (SINR) and hardware resources dedicated to carrying out the corresponding service. We give an integer linear programming formulation for the problem and propose two classes of valid inequalities to strengthen its linear relaxation. The resulting formulation is used within a branch-and-cut algorithm for the problem. We further propose an efficient heuristic obtained from solving the routing and resource assignment sub-problems separately. We assess the efficiency of our approaches through some experiments on instances of varying size and realistic input data from Orange mobile network.

1 INTRODUCTION

In future 5G networks, mobile User Equipment (UEs) will be able to host functions that give them new abilities such as sharing connectivity, capacity and CPU resources with other UEs, regardless of the ongoing traditional communications. The 5G wireless technology, along with the evolution of mobile users behavior and needs, will make the current scheme of communication (UE to Base Station) no longer optimal in terms of radio resource utilization. The Device-to-Device (D2D) communication mode is one of the new approaches presented as a promising alternative to traditional communication in cellular networks. A D2D communication is defined as a direct communication between two mobile or fix user devices, without traversing the Base Station (BS) [3]. This technology allows to reuse radio resources and to decrease end-to-end latency of local communications. Then, D2D would allow a set of UEs geographically close to each other to establish direct D2D communications, or span multiple links (multi-hop D2D communications), to access a given service (e.g. video streaming or gaming) while ensuring the required service quality.

A domain is defined as the set of UEs and BSs that are used to establish mobile communications (D2D or cellular) related to a specific service. The communication is either direct or uses multiple links (D2D or via the BS). Two UEs can then communicate through cellular links, using the BS or D2D links, and both technologies can coexist within the same mobile network. In any case, radio resources should be allocated to every active link involved in a communication, and the SINR (Signal-to-Interference-plus-Noise Ratio) level required by the service should be ensured.

In this context, we consider a mobile network composed of a set of devices (UEs), a set of antennas (BSs) and a set of services eligible to D2D communications, with their associated traffic matrices. These traffic matrices are in the form of data volume to be exchanged between pairs of devices. The involved devices can communicate through one or several links, either using D2D or cellular communication (via the BS). A non-negative weight, corresponding to the SINR, is associated with each link. It is a measure of the quality of the communication that could be established using this link. Every service requires a minimal quality threshold in terms of SINR and available resources (hardware capacity for the devices, radio resources for the links) to be successfully established. The Domain Creation (DC) problem consists in finding a minimum cost allocation of the radio resources to the network links so that (i) every pair (link, resource) belongs to a unique domain, that is, it is used for a single service; (ii) the SINR of each pair (link, resource) assigned to a domain is above the quality threshold required by the corresponding service; (iii) every demand is routed from its origin to its destination within a domain and; (iv) all the required types of hardware capacities (CPU, RAM, battery) in the devices are satisfied.

State-of-the-art

The problem of assigning radio resources to transmission links is studied in [1] and [2] under the denomination of Frequency Assignment Problem (FAP). In [1], the authors give an ILP formulation for the problem and propose a branch-and-cut algorithm to solve it. The work in [2] presents several variants of FAP and discusses existing and original optimization (including exact and heuristic) approaches to solve them. The routing and resource allocation aspects are combined in the so-called Routing and Wavelength Assignment (RWA) problem (see [6] and [11] for instance) which arises in Optical Networks. The DC problem differs from the above cited problems in that traffic demands are unsplittable (each demand has to be sent along a unique path using D2D or cellular links), several types of capacities on the devices are considered, and radio resources re-use is submitted to distance constraints so as to avoid radio interference. [13] has focused more specifically on the optimization of mobile network resources using D2D technology. As the related optimization problem is relatively difficult to be solved in competitive time, a greedy heuristic has been proposed as an alternative to solve such a problem. This heuristic is divided into two phases, each one responsible for the allocation of uplinks (from UEs to BSs) and downlinks (from BSs to UEs) in order to improve the total throughput and to significantly reduce the interference between classic and D2D communications.
Our contribution

In this work, we formally define the Domain Creation Problem and we propose a node-arc (compact) ILP formulation to model it. We present some strategies to enhance the linear relaxation of the formulation along with two classes of valid inequalities. Our results are embedded within a branch-and-cut algorithm to solve the problem. We further propose a two-phase heuristic, obtained by decomposing the problem into a routing and a radio resource allocation subproblems. To solve the routing subproblem, we propose two methods: first, a LP-based heuristic from the linear relaxation of the compact formulation, second, a non-compact formulation obtained by generating a subset of relevant paths. Then, the allocation subproblem is transformed into a vertex coloring problem that is solved heuristically by an improved greedy algorithm. This greedy algorithm is compared to a dual bound given by the exact solution of the associated Max-Clique Problem. Numerical experiments are made on instances generated thanks to realistic parameters of Orange mobile networks.

Our paper is organized as follows. We introduce the DC problem in Section 2 and give an ILP formulation along with two classes of valid inequalities. An overview of our branch-and-cut algorithm is given in Section 3 with a brief description of the separation routines used to generate the cuts and some numerical results for small instances. The outline of our two-phase heuristic is detailed in Section 4. Finally, we give some concluding remarks in Section 5 and discuss future works on extensions of the problem.

2 THE DOMAIN CREATION PROBLEM

2.1 Problem definition

The network is represented by a directed graph \( G = (V \cup U, A) \), where \( V \) is the set of nodes associated with devices, \( U \) the set of Base Station nodes, and \( A \) the set of arcs. We denote by \( \delta^+(u) \) (resp. \( \delta^- (u) \)) the subset of arcs going from (resp. to) node \( u \). Every node \( u \in V \) has an associated weight vector \( e^u = (e^u_1, \ldots , e^u_N) \), where \( e^u_i \geq 0 \) is the capacity available at node \( u \) for the physical resource \( i \in C^d \). Every arc \( e \in A \) has a weight denoted \( \text{SINR}_e \) that expresses a measure on the quality of the transmission link represented by \( e \). For every pair of arcs \( e, f \in A \) we denote by \( d(e, f) \) the distance between \( e \) and \( f \). This value corresponds to the minimum distance between the opposite ends of the given pair of links, that is, the origin of one and the destination of the other. Namely, two arcs \( e \) and \( f \) are said to be close if \( d(e, f) \leq D \), where \( D \) is a minimum acceptable distance. Let \( R = \{1, \ldots , r\} \) be the set of available radio resources. An arc \( e \) of \( A \) is said to be active if a radio resource \( r \in R \) is assigned to it. A resource \( r \in R \) can be assigned to two different arcs \( e, f \in A \) only if \( d(e, f) > D \). Indeed, due to interference constraints, two communications cannot be established on \( e \) and \( f \) simultaneously using the same resource \( r \in R \) if \( e \) is close to \( f \). We denote by \( K \) the set of traffic demands to be routed and \( S \) the set of service types. Every demand \( k \in K \) is defined by an origin node \( \delta^k \in V \), a destination node \( \delta^k \in V \) and a requested service \( s_k \). Moreover, every \( k \in K \) has an associated cost \( p^k \) to use arc \( e \in A \) and a traffic vector \( a^k = (a^{k_1}_1, \ldots , a^{k_N}_m) \) where the element \( a^{k_m}_m \geq 0 \) denotes the quantity of physical resource type \( m \) from the set \( C^d \) of all resource types (e.g. CPU, RAM, storage) needed to process the service \( s_k \) requested by \( k \). Finally, we denote by \( \beta_k \) the quality threshold needed by \( k \) to access the required service \( s_k \).

The Domain Creation (DC) Problem consists in finding a minimum cost allocation of the radio resources in \( R \) to the active arcs of \( G \) so as to provide a feasible routing path for each demand. In particular, a routing \( \rho^k = (\{o^k, u_1\}, \ldots , \{v^k, d^k\}) \) for a demand \( k \) is said to be feasible if

- all the arcs of \( \rho^k \) have a SINR value above the quality threshold \( \beta_k \) required by the demand \( k \) and,
- all the nodes in \( \rho^k \) have enough capacity to satisfy the resource requirements of \( k \).

An instance of the problem, with five devices and one BS, is illustrated in Figure 1. For sake of clarity, each pair of arcs between two nodes is represented by an edge. The edges representing D2D links are shown in solid lines while edges representing device to BS links are in dashed lines. Two different services, namely gaming and video streaming, and three demands per service are to be delivered:\( ([u_1, u_3], (u_2, u_5), (u_4, u_2)) \) and \( ([u_4, u_3], (u_3, u_1), (u_4, u_2)] \), assuming that twelve radio resources \( \{r_1, \ldots , r_{12}\} \) are available. A feasible solution is represented in Figure 2. The figure on the left side represents the Gaming domain, where all three demands are satisfied through D2D links. The figure on the right side is the Video streaming domain, where just one demand uses the BS. Note that, using the legacy approach, all demands must pass through the BS, using one uplink (from UE origin to BS) and one downlink (from the BS to UE destination) for each demand. Since all active links share at least one arc extremity (BS), the solution would require all the available resources (a different one for each active link) to avoid interference. Thus, using D2D communications allow here to save 50% of radio resources compared to a "fully cellular" solution.

2.2 ILP formulation

In this section, we propose a compact ILP formulation for the DC problem followed by some valid inequalities to be used in a branch-and-cut algorithm.

2.2.1 Notations and formulation. The three types of binary variables are:

- \( x_{er}, e \in A, k \in K, r \in R \) that takes the value 1 if the arc \( e \) is used
by the demand $k$ and assigned with the resource $r$, 0 otherwise.
• $y^k_i$, $i \in V \cup U, k \in K$, that takes the value 1 if the node $i$ is used
by the demand $k$, 0 otherwise.
• $z^r$, $r \in R$ that takes the value 1 if the resource $r \in R$ is assigned
with at least one arc, 0 otherwise.

Then, the DC problem can be formulated as:

$$\min \sum_{k \in K} \sum_{e \in A} \sum_{r \in R} p^ke x^k_{er} + \sum_{r \in R} \psi z^r$$

s.t.

$$\sum_{e \in \partial^+ (u) \cap R} x^k_{er} - \sum_{e \in \partial^- (u) \cap R} x^k_{er} = \begin{cases} 1, & \text{if } u = d_k, \\ -1, & \text{if } u = s_k, \\ 0, & \text{otherwise}, \end{cases} \quad \forall k \in K, \forall u \in U \cup V.$$  

where $\psi \geq \min_i \{\frac{\beta_{s_k}}{\beta_{d_k}}\}$.

2.2.2 Symmetry. Due to the inherent symmetry of this problem, there is possibly a large number of feasible solutions. The breaking symmetry constraints (11) are inspired by classical inequalities in combinatorial optimization (see [8]), and can help in reducing the number of symmetric solutions in the formulation.

$$z^r \geq z^{r+1}, \quad \forall 1 \leq r \leq |R| - 1, \quad (11)$$

(11) allow to assign the radio resources in an ordered way, forbidding to use a resource $r + 1$ if $r$ is available. Note that a vector $(x, y, z) \in \{(x, y, z) \in \{0, 1\}^{(|V|+|R|+|K|)+|R|} : (x, y, z)$ satisfies (2)–(11) $\}$ is clearly a feasible solution to the DC problem.

2.2.3 Valid inequalities. We introduce now two more classes of inequalities valid for the DC problem.

(i) Clique-based inequalities:

Given an instance of DC problem, we define the conflict graph associated with a node $u \in V$ as follows. For each capacity type $m \in C^d$, let $\mathcal{H}_u^m = (V_u^m, E_u^m)$ be the directed graph obtained from the set of demands $K$ as follows. A node $v_i$ in $V_u^m$ is associated with every demand $k \in K$ and there exists an edge $v_i v_j$ in $E_u^m$ between two nodes $v_i, v_j$ of $V_u^m$ if $a_{ik}^u + a_{jk}^u > c^u_m$. In other words, an edge in $\mathcal{H}_u^m$ exists if two demands cannot be packed together in the node $u$ due to the lack of capacity for the resource type $m$. Consequently, a clique in the graph $\mathcal{H}_u^m$ corresponds to a set of demands that cannot use simultaneously the node $u$. Hence, we denote by $C_H$ the set of cliques in the graph $\mathcal{H}_u^m$.

Proposition 2.1. Let $u$ be a node of $V$ and $m \in C^d$ be a physical resource type. Then the following inequalities

$$\sum_{k \in C} y^k_u \leq 1, \forall C \in C_H$$

are valid for the DC problem.

Proof. Let $C \subseteq C_H$. It is clear that if two demands $k_1, k_2$ from clique $C$ use the resource $m$ of node $u$, the capacity constraint (4) for the resource $m$ will be violated. In other words, each edge $e$ of $C$ represents an infeasible packing of the demands $k_1, k_2$ in the node $u$.

(ii) Strengthened neighborhood inequalities:

The second family of valid inequalities strengthen constraints (6). They are obtained by considering the interference graph $N = (V_N, E_N)$ defined as follows. Every node $u \in V_N$ corresponds to an arc in $A$ and two nodes $u_e, u_f$ of $V_N$ (associated respectively with the arcs $e$ and $f$ from $A$) are interconnected by an edge if $e$ and $f$ are close enough from each other (i.e. if $d(e, f) \leq D$). Consequently, a clique in the graph $N$ corresponds to a subset of arcs in $A$ that are pairwise close, and cannot receive the same radio resource due to interference constraints. Likewise in the conflict graph defined before, we denote by $C_N$ the set of cliques in the graph $N$.

Proposition 2.2. The following inequalities

$$\sum_{k \in C} \sum_{e \in C} x^k_{er} \leq z^r, \forall r \in R, C \subseteq C_N$$

are valid for the DC problem.

Proof. Let $C \subseteq C_N$ be a clique in $N$ and $u_e, u_f$ two nodes of $V_N$ that belong to clique $C$. Clearly, if $e$ and $f$ are allocated the same resource $r \in R$ in a solution, then it cannot be feasible for the DC problem.
Note that similar inequalities are used in [1] and [2] for the Frequency Assignment Problem.

3 BRANCH-AND-CUT ALGORITHM

3.1 Overview of the algorithm

We have developed a branch-and-cut algorithm for the DC problem based on the results presented in Section 2. The algorithm has been implemented in C++ using CPLEX 12.6 as a LP solver, with presolve heuristics and internal cuts being disabled. We have tested our approach

- first by solving formulation (1)-(9) along with the strengthened SINR inequalities (10) and symmetry breaking (11) inequalities and
- by further using the clique-based (12) and strengthened neighborhood (13) valid inequalities, in addition to the formulation (1)-(9).

We have used two heuristic procedures to generate dynamically inequalities (12) and (13). Both separation routines rely on a greedy algorithm introduced in [10] for the Independent Set problem, that finds a clique in the conflict graph (respectively the interference graph) with appropriate weights on the nodes. We then add the corresponding violated clique-based (respectively strengthened neighborhood) inequalities, if any, to the current LP. Both classes of valid inequalities are separated throughout the branch-and-cut tree and several inequalities may be added at each iteration of the algorithm.

3.2 Computational results

We present below some early experiments obtained for a set of vice domains. For each instance, realistic data was provided by Orange, including the network topologies and SINR values. Table 1 shows the results obtained (formulation (1)-(2) + (4)-(11)). Table 2 shows the results obtained (11) allows to obtain the best execution time for two out of five instances (same as in Table 1) when (i) no additional cuts are used, (ii) using strengthened neighborhood inequalities (13) in addition to formulation (1)-(9), (iii) using clique-based inequalities (12) in addition to strengthened model and (iv) both cuts are used in the branch-and-cut. We can observe that the gap at root node is substantially reduced when adding cuts (the gap value decreases from 59.65% to 23.58% for instance U5_D8 when using strengthened neighborhood cuts) and so for the size of the branch-and-cut tree (for instance U10_D5, we range from 1327 nodes without cuts to 84 nodes when both cuts are used). Overall, the strengthened neighborhood cuts are more efficient in reinforcing the strengthened model.

4 TWO-PHASE HEURISTIC

Since solving the initial formulation has impractical runtime even for small instances, we propose a solving method based on a decomposition of DC problem into two subproblems: the routing subproblem and the resource allocation subproblem, that are to be solved separately. The objective of the first subproblem is to find an elementary path for each demand while minimizing the total link utilization costs. Then, the second subproblem provides a resource allocation to each active link obtained from the routing subproblem solution.

4.1 Routing subproblem

We propose two formulations for the routing subproblem: a compact formulation obtained by relaxing the resource assignment constraints (6) from (1)-(9), and a path reformulation.

4.1.1 Compact formulation. This formulation is the compact formulation obtained by relaxing the resource allocation constraints (6) from the formulation (1)-(9). The returned solution is a set of elementary paths for each request, respecting the capacities of the nodes along the paths. Two kinds of binary variables remains in the formulation: \( x^k_e \) that takes value 1 if the link \( e \in A \) is used by the request \( k \in K \) and the variables \( y^k_i \). The objective is to minimize the total cost of active links:

\[
\min \sum_{k \in K} \sum_{e \in E} \mu^k_e x^k_e
\]  

Solving approach: The linear relaxation of this formulation is strengthened replacing (9) by:

\[
x^k_e - y^k_i \leq 0 \quad \forall k \in K, \forall (i,j) \in e \in E,
\]  

\[
x^k_e - y^k_{j_i} \leq 0 \quad \forall k \in K, \forall (i,j) \in e \in E.
\]  

and adding the following inequalities:

\[
y^k_i (a^k_m - c^i_m) \leq 0 \quad \forall i \in V, \forall m \in C^d, \forall k \in K \setminus T(i).
\]  

The linear relaxation of this strengthened subproblem is solved using CPLEX. Then, a heuristic procedure is used to get a feasible integer solution. This approach is summarized in Algorithm 1. First, the linear relaxation is solved to optimality. Then, variables having an integer optimal value are fixed by updating the right hand side of the constraints (step 5). Finally, this residual ILP formulation is solved to optimality using CPLEX, giving rise to an integer solution for the whole problem. Step 11 is the rounding procedure on solution found by step 1. This heuristic is particularly efficient for this problem since most of the optimal variable values of the linear relaxation are integer.

4.1.2 Path formulation. The second formulation is a path formulation. We assume that all feasible paths \( P_k \) have been previously generated for each demand \( k \). Thus, we define new binary variables \( x^k_p \) that take value 1 if the path \( p \in P_k \) is used by

<table>
<thead>
<tr>
<th>Instances</th>
<th>Initial</th>
<th>Symmetry</th>
<th>SINR</th>
<th>Symmetry &amp; SINR</th>
</tr>
</thead>
<tbody>
<tr>
<td>U5_D2</td>
<td>6.35</td>
<td>0.06</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>U5_D6</td>
<td>187.18</td>
<td>31.55</td>
<td>77.18</td>
<td>10.71</td>
</tr>
<tr>
<td>U5_D8</td>
<td>600.56</td>
<td>45.16</td>
<td>90.70</td>
<td>72.43</td>
</tr>
<tr>
<td>U10_D5</td>
<td>1677.23</td>
<td>290.33</td>
<td>697.49</td>
<td>435.08</td>
</tr>
<tr>
<td>U10_D7</td>
<td>8746.32</td>
<td>3569.18</td>
<td>4453.58</td>
<td>2967.45</td>
</tr>
<tr>
<td>U15_D7</td>
<td>10800*</td>
<td>10800*</td>
<td>10800*</td>
<td>10800*</td>
</tr>
</tbody>
</table>
Table 2: Solution quality comparison between models with and without additional cuts

<table>
<thead>
<tr>
<th>Instances</th>
<th>Strengthened Formulation</th>
<th>Strengthened + Neighborhood cuts</th>
<th>Strengthened + Clique-based cuts</th>
<th>Strengthened + both cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>root gap (%)</td>
<td>runtime (s)</td>
<td>tree size</td>
<td>root gap (%)</td>
</tr>
<tr>
<td>US_D6</td>
<td>62.26</td>
<td>3236.61</td>
<td>1850</td>
<td>10.00</td>
</tr>
<tr>
<td></td>
<td>59.65</td>
<td>154.65</td>
<td>470</td>
<td>33.09</td>
</tr>
<tr>
<td>US_D8</td>
<td>50.04</td>
<td></td>
<td></td>
<td>10.00</td>
</tr>
</tbody>
</table>

Algorithm 1 LP-based Heuristic for the Routing subproblem

1. Solve LP (G, K)
2. Let FractionalDemands be the set of demands with associated optimal fractional variables
3. for each demand k do
4. if all associated variable have integer value then
5. update the LP by decreasing used capacities on vertices traversed by the associated paths
6. else
7. FractionalDemands : FractionalDemands ∪ {k}
8. end if
9. end for
10. Solve ILP (G,FractionalDemands)
11. Update solution
12. Return solution found

4.2 Resource Allocation subproblem

The resource allocation subproblem consists in allocating the radio resources to each active link provided by the solution of the first subproblem.

4.2.1 Solving approach. Let $G^a(V^a, E^a)$ be a graph where each vertex in the set $V^a$ represents an active link, that is, a link used by at least one path of the routing problem solution (steps 2-5 in Algorithm 2). An edge $e \in E^a$ is associated with a pair of vertices if the corresponding active links cannot share the same radio resource due to interference (steps 6-12). The objective is to assign a minimum number of colors (resources) to the vertices of the graph $G^a$, in such a way there is no adjacent vertices with the same color (step 14). This falls into a classical Vertex Coloring Problem [7]. The proposed heuristic has as input the initial graph formulation, a pre-processing on the SINR constraints is operated before solving both routing formulations: only the valid SINR links constraints are kept in the formulation.

Algorithm 2 Resource Allocation subproblem

1. Set $V^a$ and $E^a$ to empty sets
2. for each activated link $e \in A$ do
3. Set Vertex auxVertex.id ← e.id
4. Set $V^a : V^a \cup auxVertex$
5. end for
6. for each pair $(u, v) \in V^a$ do
7. if $\text{dist}(u, v) \leq \text{criteria}$ then
8. Set Link auxLink.extremity1 ← u
9. Set Link auxLink.extremity2 ← v
10. Set $E^a : E^a \cup auxLink$
11. end if
12. end for
13. Set graph $G^a(V^a, E^a)$
14. Coloring ($G^a$)
15. Return Resource Assignment
4.3 Experiments and comparative results

The experiment conditions are the same as in section 3. We generated new instances, with 6 service domains available and the total amount of UEs is evenly divided between 7 core cells with one antenna installed on each one.

4.3.1 Routing subproblem. The numerical tests of the routing subproblem are summarized in table 3. The first column of the Compact Formulation part is the percentage of active variables that are not integers in the optimal LP solution. We note that it is always less than 6%. The second column is the gap between the solution found by the relaxation and the final solution found by the LP-based heuristic. The average gap is 2.30% with standard deviation equals to 3.85%. Finally, the third column is the total run time in seconds (pre-processing, relaxed solution and LP-based heuristic). In the second part of table 3, the pre-processing and solver run times of the path formulation are presented. The average number of paths generated in pre-processing is equal to 5.26 for each demand (with standard deviation equals to 2.59). Most of the runtime of the compact formulation based approach was spent in solving the linear relaxation of the problem. Given the very low number of fractional variables in the relaxed solution, the last IP on the residual formulation is quickly solved. It is also worth noticing that the pre-processing in path formulation is the most important step, since it is responsible for most of the solving time for all instances. However, its performance is relatively better than for the compact formulation, being on average 1.30 times faster. It is important to mention that the gap between the two formulations was always less than 0.50%.

Table 3: Routing subproblem: numerical tests

<table>
<thead>
<tr>
<th>Instances</th>
<th>Compact Formulation</th>
<th>Path Formulation Pre processing (s)</th>
<th>Solver (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Act Frac Var (%)</td>
<td>Gap (%)</td>
<td>Total Runtime (s)</td>
</tr>
<tr>
<td>U700_D1575</td>
<td>0.65</td>
<td>0.03</td>
<td>9.16</td>
</tr>
<tr>
<td>U700_D350</td>
<td>1.92</td>
<td>1.1</td>
<td>13.92</td>
</tr>
<tr>
<td>U700_D252</td>
<td>1.84</td>
<td>13</td>
<td>21.28</td>
</tr>
<tr>
<td>U700_D700</td>
<td>0.87</td>
<td>0.04</td>
<td>26.72</td>
</tr>
<tr>
<td>U1400_D350</td>
<td>5.22</td>
<td>0.02</td>
<td>46.83</td>
</tr>
<tr>
<td>U1400_D700</td>
<td>3.37</td>
<td>3.6</td>
<td>77.7</td>
</tr>
<tr>
<td>U1400_D1050</td>
<td>3.13</td>
<td>3.05</td>
<td>152.31</td>
</tr>
<tr>
<td>U1400_D1400</td>
<td>1.79</td>
<td>0.49</td>
<td>143.78</td>
</tr>
<tr>
<td>U2100_D252</td>
<td>5.56</td>
<td>0.02</td>
<td>143.28</td>
</tr>
<tr>
<td>U2100_D1050</td>
<td>3.54</td>
<td>0.09</td>
<td>257.18</td>
</tr>
<tr>
<td>U2100_D1575</td>
<td>2.15</td>
<td>3.86</td>
<td>242.84</td>
</tr>
</tbody>
</table>

Table 4: Resource allocation subproblem: numerical tests

<table>
<thead>
<tr>
<th>Instances</th>
<th>Pre-processing (s)</th>
<th>Greedy (s)</th>
<th>Gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U700_D1575</td>
<td>0.15</td>
<td>0.09</td>
<td>0</td>
</tr>
<tr>
<td>U700_D350</td>
<td>0.53</td>
<td>1.81</td>
<td>0</td>
</tr>
<tr>
<td>U700_D252</td>
<td>1.15</td>
<td>2.75</td>
<td>0</td>
</tr>
<tr>
<td>U700_D700</td>
<td>2.12</td>
<td>3.89</td>
<td>0</td>
</tr>
<tr>
<td>U1400_D350</td>
<td>0.54</td>
<td>1.74</td>
<td>0</td>
</tr>
<tr>
<td>U1400_D700</td>
<td>2.34</td>
<td>3.76</td>
<td>0</td>
</tr>
<tr>
<td>U1400_D1050</td>
<td>4.97</td>
<td>5.95</td>
<td>0</td>
</tr>
<tr>
<td>U1400_D1400</td>
<td>7.06</td>
<td>6.97</td>
<td>0</td>
</tr>
<tr>
<td>U2100_D252</td>
<td>1.32</td>
<td>2.07</td>
<td>0</td>
</tr>
<tr>
<td>U2100_D1050</td>
<td>4.45</td>
<td>5.25</td>
<td>0</td>
</tr>
<tr>
<td>U2100_D1575</td>
<td>11.21</td>
<td>9.51</td>
<td>0</td>
</tr>
</tbody>
</table>

4.3.2 Resource allocation subproblem. Table 4 shows the results for the resource allocation subproblem, where the Pre-processing column represents the time needed to transform the solution from the previous subproblem into a classic graph and find its max-clique. We can observe that even though they are extremely large graphs, the time needed to find the final solution is relatively short. This is due to the characteristics of the topology constructed from the assumptions and hypotheses previously presented. Generated graphs have an average density equals to 64.05% - standard deviation equals to 1.98%. Another important result emphasizes that in all cases, we have found the optimal solution, proven by the lower bound value previously calculated by the exact max-clique algorithm (last column).

5 CONCLUDING REMARKS

In this paper, we have studied the Domain Creation problem, that is a routing and resource assignment problem arising in future 5G networks. We have proposed two algorithms: exact and heuristic, to solve it. The exact approach is based on a node-arc ILP formulation enhanced by two families of valid inequalities that are used within a branch-and-cut framework. The preliminary results show a significant impact of the cuts in strengthening the LP relaxation and reducing the computation time. We expect that adding further classes of cuts and performing an analysis to find out the specificities of difficult instances (regardless of their size) will allow to solve even larger instances. A natural question would be to consider a non-compact formulation, based on path variables and propose a column generation based algorithm to solve it. On an other hand, our experiments show that the heuristic approach performs well, even on large instances with up to 2100 devices and 1500 service requests on 7-cell networks. It would be interesting and most probably very powerful to use it as a primal heuristic to boost efficiency of an exact algorithm. On a practical note, a tough but interesting extension is to include users mobility or temporal aspect in radio resource assignment.
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ABSTRACT
The pooling problem is a frequently studied extension of the traditional minimum cost flow problem, in which the composition of the flow is subject to restrictions. In a network consisting of three layers of nodes, the composition is given at the source layer. In the intermediate nodes, referred to as pools, the composition is a weighted average of the compositions in entering flow streams. The same is true at the sink layer, where upper bounds on the concentration of each component apply. Motivated by practical applications, and needs for heuristic methods for the standard pooling problem, the current work focuses on pooling problems where the flow graph is restricted to satisfy certain sparsity conditions. We consider in particular the requirements that each pool receives flow from at most one neighboring source, or sends flow to at most one neighboring sink. We prove that the pooling problem remains NP-hard after this and other similar extensions. It is also demonstrated how the single-flow constrained extensions can be modeled by means of mixed integer linear programming (MILP), without introducing bilinear terms. We also show that such MILP-models are useful for computing good feasible solutions to the original problem.

KEYWORDS
Network flow, pooling problem, mixed integer programming

1 INTRODUCTION
Most network flow models are built upon considerations of the flow as a homogeneous commodity. In many industrial settings, it is however essential to reflect variation in composition that may occur across the network. Contamination levels of crude oils supplied to a refinery depend on their sources of origin. Proportions in which major components of natural gas, such as methane, ethane, butane and propane, occur are not equal for all gas wells. For environmental or technical reasons, requirements to the final flow composition can be imposed at the reception points of the flow network. In applications of this kind, it is therefore crucial for network flow models to recognize not only the total flow, but also how the flow composition evolves from network sources to sinks. Updates of the composition at nodes where differently composed flow streams are pooled must be reflected by the models. A result of this is a computationally challenging problem referred to as the pooling problem.

The pooling problem resembles well-studied logistics models like the minimum cost flow problem and the transportation problem. While a bipartite network structure means that the problem can be modeled in terms of linear programming (LP), bilinear formulations appear to be inevitable when the network has three layers of nodes. While large instances of the minimum cost flow problem, with arbitrary network topology, can be solved fast, exact solution of pooling problem instances with much fewer nodes appears to be unrealistic.

Already decades ago, Haverly [19] recognized the pooling problem as a challenge where linear programming approaches may fail. Because of the anticipated intractability of the problem, early research was mainly directed towards heuristic methods [6, 10, 19], where iterative linearization is the core idea. Floudas and Visweswaran [13] reported the first exact solution algorithm for the pooling problem. Later, algorithms based on branch-and-bound [5, 14, 25–27], Lagrangian relaxation [1, 4, 8], particle swarm optimization [12], integer programming [11, 16], and semi-definite programming [22] have been studied. The industrial relevance of the problem, notably in petroleum refining [6, 10, the food industry [20], and in waste water processing [15, 24], has been acknowledged by many authors. The pooling problem survey by Misener and Floudas [23] has a comprehensive list of references to work in this area.

Standard pooling problems are defined as networks with three node layers, referred to as sources, pools and sinks, respectively. Arcs connect either a source to a pool or a pool to a sink. Quality constraints in terms of bounds on the composition are imposed at the sinks. Each bound relates to the relative content of a flow component, referred to as the quality. Even the class of instances with a unique pool is strongly NP-hard [2]. The computational complexity is however favorable if there are additional limitations on node cardinalities, as polynomial time algorithms have been developed for the case of a unique pool and an upper bound on either the number of sinks [17] or the number of quality constraints at each sink [2]. Polynomial running-time algorithms for the one-pool instance class also exist when the number of sources is bounded [9, 18].

The pooling problem remains NP-hard for networks with only two sources and two sinks, and only one flow component subject to constraints [17]. Such instances can be solved in polynomial time when the input data take values within given bounds [18]. While the algorithms with polynomial running time mentioned this far are based on LP, Baltean-Lugojan and Misener [7] proved that also strongly polynomial solution algorithms exist for a wide range of network topologies.

In certain applications [21], physical restrictions disallow flow along more than one arc entering or leaving a pool. While the pools may have multiple entering and leaving arcs in the flow network, decisions must be made as to which one of these to apply. This problem can be rephrased as a bilevel problem in the realm of network design: Find a subnetwork, such that each pool has only one entering arc and/or only
one leaving arc, and solve the pooling problem on the selected subgraph. In this context, it becomes relevant that the pooling problem can be formulated as a compact LP if each pool has either in-degree or out-degree equal to one [17, Proposition 3]. By introducing design variables for each arc, the said extension is formulated as a mixed integer linear program (MILP), and, contrary to the standard pooling problem, bilinear constraints are easily avoided.

Extensions where restrictions on the number of flow-carrying arcs incident to each pool are also interesting from a computational point of view. The feasible region of the extended version is obviously a subset of its counterpart in the original version. In instances where the optimal solutions to the original and revised problems are not too far apart, the latter problem may serve as a close approximation to the former. If the more restricted version of the problem is solved with sufficiently smaller computational burden than what is the case of the original, it may thus be a key to effective inner approximation of the standard pooling problem.

In the current work, we consider four different variants of the pooling problem with constraints on the number of active arcs (Section 2). The contributions made to the pooling problem literature includes proofs of the NP-hardness of each of the new problems (Section 3). Further, we give MILP-formulations for the problems, along with valid inequalities and lifting procedures for strengthening the relaxations of the formulations (Sections 4–5). Preliminary experiments are reported (Section 6), demonstrating that the inner approximation idea enables improvements of the best known solution to four instances of the standard pooling problem.

2 NOTATION AND PROBLEM DEFINITION

Let $D = (N, A)$ be a directed acyclic graph with the node set $N$ partitioned into the sets $S$ of sources, $P$ of pools, and $T$ of sinks. The arc set $A = A_S \cup A_T$ is partitioned into $A_S \subseteq S \times P$ and $A_T \subseteq P \times T$, connecting sources with pools and pools with sinks, respectively. Thus, $H = \{(s, p, t) \in S \times P \times T : (s, p, t) \in A\}$ is the set of directed paths in $D$. Let $K$ be a finite set, the elements of which are referred to as qualities. For each node $i \in N$, define the upper bound of flow $b_i$ with each arc $(i, j) \in A$, and let $b_{isp} = \min \{b_i, b_j, b_{ij}\}$ for each path $(s, p, t) \in H$. Further, associate the unit cost $c_{ij}$ with each arc $(i, j)$. For each quality $k \in K$, we introduce parameters for each source and each sink. Let $q_k^b$ be the concentration of quality $k$ at source $s$, and let $q_k^t$ be the upper bound on the concentration of quality $k$ at sink $t$.

For each $s \in S, p \in P$, and $t \in T$, we define the neighbor sets $P_s = \{p \in P : (s, p) \in A\}$, $S_p = \{s \in S : (s, p) \in A\}$, $T_p = \{t \in T : (p, t) \in A\}$, and $P_t = \{p \in P : (p, t) \in A\}$. Let $F(D, b) \subseteq R^{|A|}$ be the flow polytope associated with $D$ and $b$. That is, $x \in F(D, b)$ means that $x$ is a vector with components $x_{ij}$ corresponding to the arcs $(i, j)$, satisfying the capacity constraints $\sum_{p \in P_s} x_{sp} \leq b_i$ ($s \in S$), $\sum_{p \in P_p} x_{tp} \leq b_t$ ($t \in T$), and $\sum_{s \in S_p} x_{sp} \leq b_p$ ($p \in P$), and the flow conservation constraints $\sum_{i \in S_p} x_{ip} = \sum_{i \in T_p} x_{ipt}$ ($p \in P$). Any flow $x \in F(D, b)$ induces, for every $k \in K$, a concentration $w_k^i$ at node $i \in N$. In the case of a source $s$, $w_k^s = q_k^s$. For nodes $j \in P \cup T$, the concentration is a solution to

$$w_k^j \sum_{i \in N, (i, j) \in A} x_{ij} = \sum_{i \in N, (i, j) \in A} w_k^i x_{ij},$$

reflecting the assumption that $k$ represents a chemical compound, the concentration of which blends linearly when heterogeneous flow streams meet.

**Definition 2.1.** The Standard Pooling Problem amounts to finding a flow $x \in F(D, b)$ inducing a concentration $w \in R_{+}^{n \times K}$ satisfying $w_k^t \leq q_k^t$ for each $t \in T$ and each $k \in K$, such that $\sum_{(i, j) \in A} c_{ij} x_{ij}$ is minimized.

In the remainder of the paper, we mainly focus on extensions of the Standard Pooling Problem, where additional constraints on the number of flow streams leaving/entering a pool are imposed.

**Definition 2.2.** Each of the following problems are identified by a set of constraints in addition to those applying to Definition 2.1:

- **The Single-In Pooling Problem:** For all $p \in P$, $x_{sp} > 0$ for at most one $s \in S_p$.
- **The Single-Out Pooling Problem:** For all $p \in P$, $x_{pt} > 0$ for at most one $t \in T_p$.
- **The Single-In-And-Out Pooling Problem:** For all $p \in P$, $x_{sp} > 0$ for at most one $s \in S_p$, and $x_{pt} > 0$ for at most one $t \in T_p$.
- **The Single-In-Or-Out Pooling Problem:** For all $p \in P$, $x_{sp} > 0$ for at most one $s \in S_p$, or $x_{pt} > 0$ for at most one $t \in T_p$.

3 COMPLEXITY

For all the single-flow constrained problems introduced in the previous section, the following observations are made: With knowledge to the sources (sinks) from (to) which the single flows enter (leave) a pool, the remaining problem can be solved in terms of a compact Linear Program (LP) [17, Proposition 3]. However, the problems are in general intractable.

**Proposition 3.1.** The problems given in Definition 2.2 are NP-hard.

**Proof.** There exists [17, Theorem 6] a polynomial reduction from the Maximum 2-Satisfiability Problem to an instance class of the Standard Pooling Problem, in which all feasible solutions satisfy the constraints of the Single-Out Pooling Problem, and thereby also the Single-In-Or-Out Pooling Problem. It follows that the latter two problems are NP-hard. Analogously, a polynomial reduction [17, Theorem 7] from the Minimum 2-Satisfiability Problem proves the NP-hardness of the Single-In Pooling Problem. That also the Single-In-And-Out Pooling Problem is NP-hard, is proved by the following reduction from the Partition Problem: Let $a_1, \ldots, a_n \in Z_+$. Consider the instance of the Single-In-And-Out Pooling Problem where $S = \{s_1, \ldots, s_n\}$, $P = \{p_1, \ldots, p_n\}$, $T = \{t_1, t_2\}$, $A_T = P \times T$, $A_S = \{(s_i, p_i)\}_{i=1}^n$, $K = \emptyset$, $b_{sp} = b_{tp} = a_i$, $(i = 1, \ldots, n)$, $b_{t_1} = \frac{1}{2} \sum_{i=1}^n a_i$, $c_{t_2 p} = -1$, and $c_{t_1 t} = 0$ for $(p, t) \in A_T$. It follows that $\{a_1, \ldots, a_n\}$ is a yes-instance to the Partition Problem if and only if the minimum cost in the corresponding instance of the Single-In-And-Out Pooling Problem is $-\sum_{i=1}^n a_i$. \(\square\)
4 MIXED INTEGER PROGRAMMING MODELS

All problems introduced in Definition 2.2 are formulated in terms of continuous variables representing path flow, and binary variables representing selection of arcs to carry the flow. In the models that follow, the flow \( x_{ij} \) along arc \((i, j)\) is not represented by a dedicated variable, but it is available by summation of all flow variables corresponding to paths containing \((i, j)\). In all models, \( x_{stp} \) denotes the flow along path \((s, p, t)\) in \( H \). To model the SINGLE-IN-OR-OUT POOLING PROBLEM, let \( y \) be a binary vector over the arcs in \( D \). For any arc \((s, p)\) in \( A_s \), pool \( p \) receives flow uniquely along \((s, p)\) if \( y_{sp} = 1 \). Analogously, if \( y_{pt} = 1 \), then pool \( p \) sends flow uniquely along arc \((p, t)\) in \( A_T \).

Letting \( H_t \) denote the set of paths intersecting node \( t \) in \( N \), this leads to the formulation:

\[
\begin{align*}
\min_{x, y} & \quad \sum_{(s, p) \in H} (c_{sp} + c_{pt}) x_{stp} \\
\text{s.t.} & \quad \sum_{(s, p) \in H_t} x_{stp} \leq b_t, \quad t \in N \quad \quad \quad (2) \\
& \quad \sum_{p \in P_{st}} \sum_{s \in S_p} \left( q^k_s - q^k_t \right) x_{stp} \leq 0, \quad t \in T, \ k \in K \quad \quad (4) \\
& \quad \sum_{s \in S_p} \sum_{t \in T_p} x_{stp} + \sum_{p \in P} y_{pt} = 1, \quad p \in P \quad \quad \quad \quad \quad (5) \\
& \quad x_{stp} \leq b_{stp} y_{stp}, \quad (s, p, t) \in H \quad \quad \quad \quad \quad \quad \quad \quad (6) \\
& \quad x \in \mathbb{R}^H_+, \ y \in \{0, 1\}^P
\end{align*}
\]

As arc flow is replaced by path flow, there is no need for flow conservation constraints. Thus, the capacity constraints (3) ensure that only solutions in \( F(D, b) \) are feasible. Because the concentration of quality \( k \) in \( K \) at sink \( t \) equals \( \sum_{p \in P_{st}} \sum_{s \in S_p} q^k_s x_{stp} / \sum_{p \in P_{st}} \sum_{s \in S_p} x_{stp} \), constraints (4) impose the upper bound \( q^k_t \) on the concentration. Finally, flow on at most one arc entering pool \( p \in P \), or at most one arc leaving \( p \), is achieved by (5)–(6).

By addition of \( y_{pt} = 0 \) \((p, t) \in A_T \) and \( y_{sp} = 0 \) \((s, p) \in A_S \), respectively, (2)–(7) also becomes a formulation of the SINGLE-IN-AND-OUT POOLING PROBLEM and the SINGLE-OUT POOLING PROBLEM.

The SINGLE-IN-AND-OUT POOLING PROBLEM is formulated in terms of the binary path selection variables \( y_{stp} \) \((s, p, t) \in H \). The objective is to minimize (2) subject to (3)–(4) and

\[
\begin{align*}
\sum_{(s, p) \in H_t} y_{stp} & = 1, \quad p \in P \\
x_{stp} \leq b_{stp} y_{stp}, \quad (s, p, t) \in H \\
x \in \mathbb{R}^H_+, \ y \in \{0, 1\}^H
\end{align*}
\]

5 STRENGTHENING THE FORMULATIONS

This section gives some simple techniques for strengthening the continuous relaxations of the MILP-formulations. First, observe that for pools with only one entering or one leaving arc, the \( y \)-variables and corresponding constraints are not needed.

Observation 1. Deletion of variables \( y_{sp} \) \((s \in S_p)\) and \( y_{pt} \) \((t \in T_p)\), as well as constraints (5)–(6), for all \( p \in P \) such that \( \min \{ |S_p|, |S_t| \} = 1 \), does not alter the optimal solution to (2)–(7).

5.1 Lifted Inequalities

By a maximum flow instance of (2)–(7), we mean an instance in which \( c_{pt} = -1 \) for a unique sink \( t \in T \) and all neighboring pools \( p \in P_t \), whereas \( c_{ij} = 0 \) for all other arcs \((i, j) \in A \). That is, the problem is to maximize the flow entering \( t \), subject to the imposed constraints. Analogously, if all arcs leaving a given source \( s \in S \) have cost \(-1\), whereas other costs are zero, we face a maximum flow instance corresponding to source \( s \).

When the inducing node is a sink, the maximum flow instance is particularly easy to solve:

**Proposition 5.1.** Any maximum flow instance of (2)–(7) corresponding to \( s \) in \( T \) has an optimal solution \((x, y)\) where \( y_{pt} = 1 \) for all \( p \in P_t \), and \( x_{stp} = 0 \) for all \((s, p, t) \in H \) where \( t \neq t \).

**Proof.** Let \((x, y)\) be a feasible solution to (2)–(7). Assume that \( \sum_{(s, p, t) \in H_t} x_{stp} > 0 \) for some sink \( t \neq t \). Then, for a sufficiently small \( \delta > 0 \), also \((x', y')\), where \( x'_{stp} = (1 - \delta) x_{stp} \) for all \((s, p, t) \in H_t \) and \( x'_{stp} = x_{stp} \) for \((s, p, t) \in H' \), is also feasible. Further, the objective function value at \((x', y')\) is identical to the one at \((x, y)\). For the largest such \( \delta \), \( x'_{stp} = 0 \) for some \((s, p, t) \in H_t \). It follows by induction that (2)–(7) has an optimal solution where \( t \) is the sole sink to receive non-zero flow. In such a solution, it is optimal to assign the value \( 1 \) to \( y_{pt} \) for all \( p \in P_t \), which completes the proof.

The tractability of sink-induced maximum flow instances is contrasted by their source-induced counterparts:

**Proposition 5.2.** The SINGLE-IN-OR-OUT POOLING PROBLEM is NP-hard for maximum flow instances corresponding to a source.

**Proof.** The proof is by reduction from the PARTITION PROBLEM: Let \( a_1, \ldots, a_n \in \mathbb{Z}_+ \). Consider the instance of the SINGLE-IN-OR-OUT POOLING PROBLEM where \( S = \{ s_1, \ldots, s_n, s_{n+1}, s_{n+2} \} \), \( P = \{ p_1, \ldots, p_n, p_{n+1} \} \), \( T = \{ t_0, t_1 \} \), \( A_S = \{ (s_i, p_i), (s_{i+1}, p_i) \}_{i=1}^n \cup \{ (s_n, p_{n+1}) \} \), \( K = \{ k \} \), \( b_{s_1} = b_{s_{n+2}} = a_1, b_{p_1} = 2a_1 \), \( b_{p_{n+1}} = 2a_1 \) \((i = 1, \ldots, n)\), \( b_{p_i} = b_{p_{i+1}} = 2a_i \), \( b_{t_0} = b_{t_1} = 2a_{n+1} \), \( q_{s_1} = q_{s_{n+2}} = 0 \) \((i = 1, \ldots, n)\), \( q_{p_1} = q_{p_{n+1}} = q_{t_0} = 1 \), \( c_{p_1} = -1 \), \( c_{p_{n+1}} = 0 \), and \( c_{t_0} = 0 \) \((i, j) \in A \) \(\backslash \{(s, p)\} \).

The quality constraints at sinks \( t_0 \) and \( t_1 \) ensure that the flow along arc \((s, p)\) is at full capacity \( 2 \sum_{i=1}^n a_i \) only if both sinks receive \( a_i \) flow units from \( S \) \(\backslash \{ p_{i-1}, p_i \} \). Then the flow along the arcs entering \( p_1, \ldots, p_n \) are at full capacity. From the single-flow constraints, it follows that each pool \( p_1, \ldots, p_n \) delivers flow to exactly one sink. Hence, \((a_1, \ldots, a_n)\) is a yes-instance if and only if the maximum flow leaving \( s \) is \( 2 \sum_{i=1}^n a_i \).

**Observation 2.** If \((x, y)\) is an optimal solution to (2)–(7), then

\[
\sum_{p \in P_t} \sum_{s \in S_p} (c_{sp} + c_{pt}) x_{stp} \leq 0
\]

for all \( t \in T \).
Proof. Assume (11) is violated for some \( t' \in T \). Define \( x' \in \mathbb{R}^H_+ \) such that \( x'_{s)p't} = 0 \) (\( p \in P_t', s \in S_p \)) and \( x'_{s)p't} \leq x_{s)p't} \) for all \( (s, p, t) \in H \), contradicting the optimality assumption.

It follows from Observation 2 that, for any \((s, \bar{p}, \bar{t}) \in H\), we can lift inequality (6) to
\[
x_{s)p't} \leq \alpha_{s)p't} y_{s)p't} + \beta_{s)p't} y_{s)p't},
\]
where \( \alpha_{s)p't} \) and \( \beta_{s)p't} \) are upper bounds on the optimal flow along \((s, \bar{p}, \bar{t})\) under the mutually exclusive conditions \( y_{s)p't} = 1 \) and \( y_{s)p't} = 1 \), respectively. The latter bound is identified by the linear program
\[
\beta_{s)p't} = \max_x x_{s)p't} \tag{12}
\]
\[
s.t. \quad \sum_{p \in P_t(\bar{p})} x_{s)p't} \leq b_s \quad s \in S \tag{13}
\]
\[
\sum_{s \in S_p} x_{s)p't} \leq b_p \quad p \in P_t \tag{14}
\]
\[
\sum_{p \in P_t} \sum_{s \in S_p} \left( q^k_s - q^k_{\bar{p}} \right) x_{s)p't} \leq 0 \quad k \in K \tag{15}
\]
\[
\sum_{p \in P_t} \sum_{s \in S_p} \left( c_{s)p't} + c_{\bar{p}} \right) x_{s)p't} \leq 0 \tag{16}
\]
\[
x \in \mathbb{R}^H_+, \quad \tag{17}
\]
while \( \alpha_{s)p't} \) is the optimal objective function value to the same LP, with the additional constraints that \( x_{s)p't} = 0 \) for all \( s \in S_p \setminus \{s\} \).

Recently, a procedure for eliminating sinks at which the quality constraints (4) can be met only by the zero flow, has been suggested [11, Observation 1]. The above lifting techniques is built upon analogous network cuts, and has a corresponding elimination effect since \( \beta_{s)p't} = 0 \) for all \( (s, \bar{p}, \bar{t}) \in H_\bar{t} \) if (4) is too strict at \( \bar{t} \). By virtue of the profitability condition (16), however, the lifting procedure is capable of eliminating more sink nodes, and it is consequently more selective than [11].

A stronger relaxation of the formulation for the Single-In-And-OUT Pooling Problem is obtained by lifting constraint (9) to
\[
x_{s)p't} \leq \alpha_{s)p't} y_{s)p't} \quad (s, p, t) \in H.
\]

5.2 Valid Inequalities

Because the flow along arc \((s, p)\) cannot exceed \( b_{s)p} \), and because it is non-zero only if \( y_{s)p} \) or \( \sum_{t \in T_p} y_{s)t} \) equals one, the following inequalities are valid in all problems (the Single-In-And-OUT Pooling disregarded):
\[
\sum_{t \in T_p} x_{s)p't} \leq b_{s)p} \left( y_{s)p} + \sum_{t \in T_p} y_{s)t} \right) \quad (s, p) \in A_S \tag{18}
\]
\[
\sum_{s \in S_p} x_{s)p't} \leq b_{s)p} \left( y_{s)p} + \sum_{s \in S_p} y_{s)p} \right) \quad (p, t) \in A_T \tag{19}
\]

The arguments leading to (19) are analogous to those yielding (18).

When the capacities at the sinks \( T_p \) are large compared with capacities \( b_s \) and \( b_{s)p} \), (18) becomes particularly effective. In the extreme case, when \( \min \{b_t : t \in T_p\} \geq b_{s)p} \), we have \( b_{s)p't} = b_{s)p} \) for all \( t \in T_p \). Summating (6) over all \( t \in T_p \) then yields
\[
\sum_{t \in T_p} x_{s)p't} \leq |T_p| b_{s)p} y_{s)p} + b_{s)p} \sum_{t \in T_p} y_{s)t} \tag{17}
\]

which obviously is weaker than (18). Analogously, (19) becomes effective when \( b_s \) (\( s \in S_p \)) is large compared with \( b_p \) and \( b_{s} \).

A valid formulation of the Single-IN-OR-OUT Pooling Problem is obtained if (6) is replaced by (18)–(19). However, in the continuous relaxations of the formulations, inequalities (18)–(19) and constraints (6) complement each other even more than replace each other. This is seen by observing that for fractional values of \( y \), (18)–(19) do not necessarily imply (6).

Inequality (19) is lifted to
\[
\sum_{s \in S_p} x_{s)p't} \leq \alpha_{s)p't} y_{s)p't} + \sum_{s \in S_p} \beta_{s)p't} y_{s)p't} \quad (p, t) \in A_T.
\]
in a way analogously to what is outlined in Section 5.1. The upper bound \( \alpha_{s)p't} \) on the optimal flow along a given arc \((\bar{p}, \bar{t}) \in A_T \), is given by the maximum value of \( \sum_{s \in S_p} x_{s)p't} \), subject to constraints (13)–(17).

According to Proposition 5.1, maximizing the flow along an arc entering a sink does not involve consideration of other sinks. Consequently, the LP (12)–(17) has variables corresponding exclusively to paths in \( H \). Unfortunately, an analogous network reduction is not achieved when the maximum flow \( \sigma_{s)p} \) along \((\bar{p}, \bar{t}) \in A_S \) is to be maximized. Proposition 5.2 suggests that lifting of inequality (18) analogously to the lifting of (19) is considerably more expensive, and computing \( \sigma_{s)p} \) is unlikely to be worth the computational cost.

With no efforts beyond those required in the lifting of (6) and (19), (18) is however lifted to
\[
\sum_{t \in T_p} x_{s)p't} \leq b_{s)p} y_{s)p} + \sum_{t \in T_p} \beta_{s)p't} y_{s)p} \quad (s, p) \in A_S.
\]

In the Single-IN-AND-OUT Pooling Problem, the valid inequalities
\[
\sum_{t \in T_p} x_{s)p't} \leq b_{s)p} \sum_{t \in T_p} y_{s)p}' \quad (s, p) \in A_S
\]
become effective when the sinks have relatively large capacities.

6 PRELIMINARY EXPERIMENTS

Feasible solutions to any of the problems of Definition 2.2 are also feasible in the Standard Pooling Problem. Solution algorithms for the single-flow constrained problems, possibly with time interruption, can thus be considered as heuristic methods for the standard version of the problem. This section reports some preliminary experiments where this approach is benchmarked against other heuristics that recently have been analyzed in the literature.

6.1 Test Instances and Experimental Setup

The Single IN-OR-OUT Pooling Problem is the variant which preserves the largest part of the feasible region in the standard problem. Therefore, our experiments amount to
submitting instantiations of model (2)–(7), with the addition
of the valid inequalities (18)–(19), to a generic MILP-
solver. Twenty publicly available benchmark instances are
considered, each of which has previously [3, 11, 16] been an-
alyzed in studies of heuristics for the Standard Pooling
Problem. Dey and Gupte [11] report extensive experi-
ments on 50 additional randomly generated instances, to
which we do not have access. They compare variants of
their MIP-techniques, based on discretization of the solu-
tion set, with various heuristics. Amongst these is the
time-interrupted application of a generic global solver (BARON).
As detailed reports on the solutions produced by all in-
vestedigated methods are provided [11], the capabilities of
the current approach to generate good feasible solutions is
benchmarked against these.

The test instances are partitioned into three groups,
where the node and quality cardinalities, |S|, |P*|, |T|,
and |K| are constant within each group. Here, P* = {p ∈ P : max{|S_p|, |T_p|} > 1} is the set of pools with more
than one incident arc on at least one side. In instances
A0, . . . , A9, we have |S| = 20, |P*| = 10, |T| = 15, and
|K| = 12, in instances B0, . . . , B5, |S| = 35, |P*| = 17,
|T| = 21, and |K| = 17, and in instances C0, . . . , C3,
|S| = 60, |P*| = 30, |T| = 40, and |K| = 20. More
details about the instances are given in [3]. Henceforth, this
set of instances is denoted I.

To solve the MILP-instances, CPLEX (version 12.5.1.0)
is used. Time bounds of 30 CPU-minutes (instances A0–A9
and B0–B5) and 60 CPU-minutes (instances C0–C3) are
imposed. All runs are made on a Linux machine (64-bit)
with two x86-processors (2.40 GHz) and 1.9GB of RAM.

6.2 Numerical Results

Following [11], a summary of the performance of the ap-
proach under study is given in terms of performance profiles.
Let M be the set consisting of the 13 methods compared
in [11], in addition to the current one. For each m ∈ M,
let z(m, i) be the cost of the solution that method m
produced in instance i ∈ I, and define the corresponding
score η(m, i) = min(z(m, i)− min(z(n, i)) : n ∈ M).
That is, η(m, i) ∈ [0, 1], with lower values indicating better
performance. A point (κ, γ) intersected by the performance
profile of m tells that there exist |I|γ instances i (but not
more), in which η(m, i) is no more than κ. Hence, higher
profiles indicate stronger performance than lower ones.

Performance profiles obtained from previously reported
experiments [11] are depicted in Fig. 1. Additionally, the
red dashed profile represents the performance of the ap-
proach taken in the current work. We observe that for small
values of κ, the red profile is dominated by the blue dotted
profile, which represents the performance of BARON when
assigned a time bound of 60 CPU minutes. This reflects
the fact that BARON more often (in 9 instances) than
the current method (in 6 instances) is the best-performing
method. However, in the larger instances, the global solver
struggles to find good feasible solutions, and finds only
the zero solution in three of them. Modest growth in the
corresponding profile is accordingly observed. Further ex-
periments [11] focused on larger instances, demonstrate that
BARON gets outperformed by the MILP techniques
introduced in [11].

A feature of the solution approach analyzed in the cur-
rent work is that only sparse solutions, in the sense of
Definition 2.2, are considered. The high positions of the
corresponding profile in Fig. 1 suggests that, in the in-
stances under study, there exist near-optimal solutions to
the Standard Pooling Problem featuring sparsity. At worst
(i = A4), the score is η(m, i) = 0.23 (m denoting the
current method). The largest optimality gap, relative to
the lower bounds computed by BARON within one CPU
hour [11], is in no instance above 17%. In one instance
(A9), optimality in the Standard Pooling Problem is
proved. The strength of the approach appears to be good
worst-case performance, as only the profile of the method
A4 [11] has higher positioned points beyond κ = 0.02. In
four of the instances (B3, B4, B5, and C2), the approach
under study finds better solutions to the Standard Pool-
ing Problem than the previously best known, reported in
[11, 16].

Four of the test instances (A0–A3) are solved to integer
optimality in less than 20 CPU seconds, three more (A4, A7,
and A9) are solved in less than 7 CPU minutes, and another
two instances (A5 and B1) are solved in less than 12 CPU
minutes. In all the remaining 11 instances (A6, A8, B0, B2–
B5, and C0–C3), the solver is interrupted because the time
limit (30 and 60 CPU minutes, respectively) is reached.
Upon interruption, the remaining relative optimality gap
is below 1% in four instances (A6, A8, B4, and B5), and
at most 17% (instance C1).

7 CONCLUSIONS

Although much progress on solution algorithms for the
Standard Pooling Problem has been made over the
last decade, it is still to be judged as a considerably diffi-
cult problem to solve. Restricted versions of the problems
introduced in the current text are also shown to be NP-
hard. Unlike their parent problem, however, the single-flow
constrained pooling problems admit very natural MILP-formulations. By virtue of this, powerful MILP-solvers can provide non-trivial feasible solutions, at least in instances of modest size.

The Single-In-Or-Out Pooling Problem, which has received most of the attention in this work, has a potential to serve as an inner approximation of the standard problem. Some progress towards strong MILP-formulations for the problem has been made, and preliminary computational tests are encouraging. In the instances tested in the current work, the sparse solutions obtained are good approximations of the optimal solutions to the Standard Pooling Problem. To what extent the approximation capability is a general or an instance-specific property is a research question worthy of being investigated, both theoretically and experimentally.

An adequate experimental evaluation of the approach is left to be made. Numerical experiments reported so far are insufficient to conclude about strengths and weaknesses, and should not be considered as a complete assessment. In the full-length version of this paper, we will carry out a more thorough study of the theory and the solution methods for the pooling problem with single-flow constraints.
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ABSTRACT

Computer Science deals with search, optimization and decision problems. System Reliability does not fall into the previous categories; however, it is strictly related to them. We are given a multi-component system subject to random failures on its components, and the goal is to find a number, called the reliability of the system, which represents the probability of correct operation. As a consequence, Reliability Analysis is a branch of knowledge with a strong interplay with Optimization.

In this paper, we state major challenges in the analysis and design of stochastic binary systems (SBS). We review the Network Utility Problem (NUP), where the goal is to maximize the network utility subject to a constraint in the size of the network. Our contributions are two-fold: first, we fully characterize optimal network topologies using an alternative framework of SBS. Then, we introduce a level of separability, which provides hints for the design of network with maximum utility.
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1 INTRODUCTION

In system reliability analysis, the goal is to find the probability of correct operation of the system subject to random failures. In the most celebrated models, such as the all-terminal reliability model, finding the reliability both efficiently and exactly is an utopia unless \( P = NP \), since Arnie Rosenthal mathematically proved its \( NP \)-Hardness [15]. As a consequence, the research community focused on the design of pointwise reliability estimations and/or exact reliability evaluation for special topologies [7].

The maximum reliability evaluation among all \((p, q)\)-graphs (i.e., graphs with \( p \) nodes and \( q \) links) is a challenging problem with partial progress and several open problems [4]. Topological network optimization subject to a minimum reliability constraint with dependent failures is a recent problem under study [2]. The Network Utility Problem (NUP) is a combinatorial optimization problem inspired by reliability. Curiously enough, networks with maximum utility accept both an efficient and exact reliability evaluation, such as trees and elementary cycles. The interplay between the NUP and system reliability has its origin in the preliminary work [6]; however, it is not largely explored.

In this paper, a novel interplay between the NUP and system reliability is introduced. The contributions can be summarized in the following items:

- We fully characterize special systems, called separable systems under the all-terminal and source-destination communication model.
- We discuss a novel interplay between separable systems and the NUP, with potential applications to network design.

The document is organized in the following manner. Section 2 formally presents the Network Utility Problem, and its interplay with the all-terminal reliability model. Section 3 summarizes the main concepts in system reliability, in terms of Stochastic Binary Systems (SBS). We fully characterize special SBS, called separable systems under the source-terminal model, in Section 4. Section 5 makes an analysis of separable systems, while Section 6 focus in separability in graphs. In Section 6.1, the interplay between the NUP and separable systems is discussed. Section 7 briefly indicates concluding remarks and trends for future work.

2 NETWORK UTILITY PROBLEM

In topological network design, the network connectivity is a key aspect [16]. If \( n \) entities should be connected by certain links to be selected, the link connectivity, \( \lambda(G) \), is the minimum number of links that should be removed from \( G \) in order to disconnect \( G \). To increase \( \lambda(G) \), we must deploy and pay for new links. Consider a network represented by a graph \( G \) with \( m \) links and \( n \) nodes:

- The profit of the network \( G \) is its link-connectivity, \( \lambda(G) \), and
- The cost is the number of links exceeding the lower bound \( n - 1 \), precisely, \( m - n + 1 \).

The co-rank of a graph \( G \) is precisely \( c(G) = m - n + 1 \). The network utility is the profit-cost difference: \( w(G) = \lambda(G) - c(G) \). The Network Utility Problem is defined in [6] as follows:

\[
\begin{align*}
\max & \quad w(G) \\
\text{s.t.} & \quad \lambda(G) \geq k
\end{align*}
\]

The cheapest network design meeting \( \lambda(G) = k \) must be a \( k \)-regular graph; whenever \( k > 1 \), Frank Harary provided a construction of a family of \( k \)-regular graphs with \( n \) nodes, \( H_{n,k} \), now called Harary graphs [11].

There are at least two open problems related with the NUP. Even though Harary graphs provide the optimal solution, we do not know a full list of optimal solutions for any fixed value of \( k \) and \( n \). Furthermore, among the set of graphs with maximum utility for any fixed \( k \) and \( n \), it is interesting to find which one has the maximum reliability. In the following paragraphs we define the all-terminal reliability model.
Assume we are given a connected graph $G$ whose $n$ nodes are perfect but its $m$ links may fail independently with identical probability $\eta = 1 - p$. We aim to find the probability that the random graph is connected, called all-terminal reliability and denoted by $R_C(p)$. Let us denote by $F_i$ the number of connected subgraphs with precisely $m - i$ links. They all share the same probability $p^{m-i}(1 - p)^i$. Summing the probability of all the disjoint events, we obtain

$$R_C(p) = \sum_{i=0}^{m} F_i p^{m-i}(1 - p)^i. \tag{4}$$

Therefore, finding $R_C(p)$ is equivalent to counting subgraphs to obtain all entries of the $F$-vector, $F = (F_0, \ldots, F_m)$. This counting problem is called network reliability analysis problem, and it remains at the heart of network reliability theory [1]. Some work performed by Michael Ball and Scott Provan established that these counting tasks belong to the #P-Complete class [13]. By its definition, it is worth noticing that:

- $F_i = (\binom{n}{i})$ for all $i < \lambda(G);$ 
- $F_i = 0$, for all $i > m - n + 1$.

Therefore, the number of unknowns is $(m - n + 1) - \lambda + 1 = -\mu(G) + 1$. This curious interplay shows that the graphs with maximum utility require the minimum reliability computation.

### 3 STOCHASTIC BINARY SYSTEMS

The following terminology is adapted from [1].

**Definition 3.1 (Stochastic Binary System).** A stochastic binary system is a triad $(S, x, \phi)$:

- $S = \{1, \ldots, N\}$ is a ground set of components,
- $x = (r_1, \ldots, r_N)$ are their elementary reliabilities, and
- $\phi : \{0, 1\}^N \to \{0, 1\}$ is the structure function.

The concept of reliability is generalized to arbitrary stochastic binary systems.

**Definition 3.2 (Reliability/Unreliability).** Let $S = (S, x, \phi)$ be a stochastic binary system, and consider a random vector $X = (X_1, \ldots, X_N)$ with independent coordinates governed by Bernoulli random variables such that $P(X_i = 1) = r_i$. The reliability of $S$ is the probability of correct operation of the system:

$$R_S = P(\phi(X) = 1) = E(\phi(X)) = \sum_{x: \phi(x) = 1} P(X = x). \tag{5}$$

The unreliability of $S$ is $U_S = 1 - R_S$.

A stochastic binary system is homogeneous if the elementary reliabilities are identical (i.e., $r_i = r$ for all $i$). In this paper we deal with homogeneous SBSs.

**Definition 3.3 (Pathsets/Cutsets).** Let $S = (S, x, \phi)$ be a stochastic binary system. A possible state or configuration $x \in \{0, 1\}^N$ is a pathset (resp. cutset) if $\phi(x) = 1$ (resp., if $\phi(x) = 0$).

The binary set $\{0, 1\}$ is equipped with the partial order, defined by $0 \leq 0, 0 \leq 1$ and $1 \leq 1$. The set $\{0, 1\}$ inherits a natural order in the Cartesian product. Given two partially ordered sets $A$ and $B$, a function $f : A \to B$ is monotonicity increasing if $f(a_1) \leq f(a_2)$ whenever $a_1 \leq a_2$. As usual, we denote $y \leq x$ if $y \leq x$ and $y \neq x$. Let us denote by $\phi_0$ (resp. $\phi_1$) the binary word with all bits set to 0 (resp. to 1), and by $\delta_j$ the binary word with all bits in 0 except the bit in position $i$ which is set to 1.

**Definition 3.4 (Stochastic Monotone Binary System (SMB)).** The triad $S = (S, x, \phi)$ is a stochastic monotone binary system if the structure function $\phi : \{0, 1\}^N \to \{0, 1\}$ is monotonically increasing, $\phi(\phi_0) = 0$ and $\phi(\phi_1) = 1$.

**Definition 3.5 (Minpaths/Mincuts/Rays).** Let $S = (S, x, \phi)$ be a SMB:

- A pathset $x$ is a minpath if $\phi(x) = 0$ for all $y < x$.
- A cutset $y$ is a mincut if $\phi(x) = 1$ for all $x > y$.
- The $x$-ray is the set $S_x = \{y \in \{0, 1\}^N : y \geq x\}$.

An SMB is fully characterized by its mincuts (or its minpaths).

In fact, if we are given the complete list of minpaths, then the complete list of pathsets is precisely the union of the $x$-rays over all minpaths $x$.

We will denote by $\mathcal{T}$ the state complementary to $x$ in bits (i.e., $0$ in $x$ are set to 1 in $\mathcal{T}$, and vice-versa). In particular, $\mathcal{T}(x) = 1 - \phi(x)$. The following definition of duality will be useful for our later analysis of monotonicity and bounds [14]:

There exists a direct connection between SBSs and propositional logic. Recall that a theorem-proving procedure is the first $NP$-Complete decision problem established by Stephen Cook [9]. In other words, the recognition of a tautology is a hard decision problem from propositional logic.

**Theorem 3.6.** The reliability evaluation of an arbitrary SMB belongs to the class of $NP$-Hard problems.

**Proof.** Arnir Rosenthal proved that the reliability evaluation for the K-terminal reliability model belongs to the class of $NP$-Hard computational problems [15]. Since K-Terminal is a particular SMBS, the result follows by inclusion. □

**Corollary 3.7.** The reliability evaluation of an arbitrary SBS belongs to the class of $NP$-Hard problems.

### 4 SEPARABLE SYSTEMS

Observe that $\{0, 1\}^N$ is the set of the extremal points of the unit hypercube $Q_N \subseteq \mathbb{R}^N$. Let us assign labels to the extremal points of $Q_N$ according to a given structure $\phi$. Every hyperplane defines a partition of $\mathbb{R}^N$ into two subsets. Consider the family of hyperplanes $\mathcal{H}$ such that $0\mathcal{H}$ and $1\mathcal{H}$ lie on different sides. For any member $H$ of $\mathcal{H}$, denote by $Q_H \subseteq Q_N$ the extremal points of the hyperplane that belong to the side of $0\mathcal{H}$; and $Q_1 = Q_N - Q_0$. Define a structure function $\phi_H$ such that its cutsets are precisely $Q_0$, and its pathsets are $Q_1$. Consider an equivalence relation $(\mathcal{H}, \sim)$ such that $H_1 \sim H_2$ if and only if $\phi_{H_1} = \phi_{H_2}$.

Recall that in the Euclidean space $\mathbb{R}^N$, a hyperplane is fully characterized by a normal vector $\vec{n}$ and a point $P$ that belongs to the hyperplane: $(\vec{n}, X - P) = 0$, where $(x, y) = \sum_{i=1}^{N} x_i n_i$ is the inner product. If we denote $\vec{n} = (n_1, \ldots, n_N)$ and $(\vec{n}, P) = a_0$, the hyperplane can be written as $\sum_{i=1}^{N} n_i x_i = a_0$. By convention and without loss of generality, we will consider that cutsets lie on the hyperplane or in its positive side, so that they verify $\sum_{i=1}^{N} n_i x_i \leq a_0$, and that pathsets lie on the positive side of the hyperplane, and verify $\sum_{i=1}^{N} n_i x_i > a_0$.

**Lemma 4.1.** Consider a monotone structure $\phi$. If $\phi = \phi_H$ for some hyperplane $H$, then there exists $H' \sim H$ with non-negative normal vector such that $|\vec{n}| = 1$. 

**Proof.** Let $\phi = \phi_H$ for the hyperplane $H). \sum_{i=1}^{N} n_i x_i = a_0$, and suppose that there exists some index $j$ such that $n_j < 0$. There are two exhaustive and disjoint cases:

- i There exists some mincut $x = (x_1, \ldots, x_N)$ such that $x_j = 0$ in this case, we know that $x + \delta_j$ is a minpath, so, $\phi(x + \delta_j) = 0$. 
- ii}
δj = 1. By the definition of the separating hyperplane and the structure function ϕH, we get that \(\sum_{i=1}^{N} n_i x_i \leq \alpha_0\) but \(\sum_{i=1}^{N} n_i x_i > \alpha_0\). The only possibility is that \(n_j > 0\). But we assumed \(n_j < 0\); this is a contradiction.

ii All mincuts verify \(x_j = 1\): Consider an alternative hyperplane \(H' : \sum_{i=1}^{N} n_i x_i = \alpha_0 - n_j\). We will prove that \(H' \sim H\). If \(x\) is a mincut, then \(\sum_{i=1}^{N} n_i x_i \leq \alpha_0\), and therefore \(\sum_{i=1}^{N} n_i x_i \leq \alpha_0 - n_j\). If \(x\) is a minpath, then \(x_j = 1\). Since \(\sum_{i=1}^{N} n_i x_i > \alpha_0\) we get that \(\sum_{i=1}^{N} n_i x_i > \alpha_0 - n_j\). Observe that \(n_j = 0\) in the new hyperplane \(H'\), and \(H' \sim H\) as desired.

By an iterative replacement of all the negative coordinates we obtain an equivalent hyperplane \(H' \sim H\) with non-negative vector \(n'\), expressed by \(H' : \sum_{i=1}^{N} n'_i x_i = \alpha'\) for some real number \(\alpha'\). Finally, observe that \(0\) is always a cutset, so \(0 \leq \alpha'\). Analogously, \(1_N\) is always a pathset, so \(\sum_{i=1}^{N} n'_i > \alpha' > 0\). The result is obtained by a normalization of the resulting vector, which is possible since \(\sum_{i=1}^{N} n'_i > 0\).

Even though there exist infinite equivalent hyperplanes, using Support Vector Machine (SVM) it is possible to find a single hyperplane with the largest gap (this is, with the largest distance to any of the vertices in the hypercube). Using Lemma 4.1, we can replace it by an equivalent hyperplane with non-negative vector. Without loss of generality, we will assume a non-negative normal vector with unit 1-norm.

\textbf{Proposition 4.2.} The structures \(\phi_H\) are monotone.

\textbf{Proof.} By Lemma 4.1, in particular we can choose \(n_i \geq 0\) in the hyperplane \(H : \sum_{i=1}^{N} n_i x_i = \alpha_0\). Let us denote \(f(x) = \sum_{i=1}^{N} n_i x_i\). If \(x \leq y\), then \(f(x) \leq f(y)\), and therefore \(\phi_H(x) \leq \phi_H(y)\).

A subtlety is that the \textit{mincuts} from Lemma 4.1 are indeed the points \(Q_0 \subset Q_N\) that are closer to the original hyperplane. It is possible to prove that not all SMBSSs can be represented by an hyperplane.

\textbf{Definition 4.3 (Separable System).} An SBS is separable if the cutsets/pathsets can be separated by some hyperplane.

An interpretation of separable systems recalls Riesz representation theorem for Hilbert spaces [8]. Indeed, the structure of a separable system can be written as an indicator that an inner-product exceeds some threshold in a Hilbert space:

\[ \phi(x) = 1_{(x, \bar{\alpha}) \geq \alpha_0}. \]

A separable system can be represented with \(N + 1\) real numbers, instead of a logic table of \(2^N\) values for an arbitrary SBS. This compact, space-efficient representation is a key point of our interest in separable systems.

5 ANALYSIS OF SEPARABLE SYSTEMS

In this section, we first study the hardness of the reliability evaluation for separable systems. Then, we provide two alternative characterizations of these systems.

5.1 Complexity

Even though separable systems accept an efficient representation, their reliability evaluation is computationally hard.

\textbf{Theorem 5.1.} The reliability evaluation of separable systems belongs to the class of \(NP\)-Hard problems.

\textbf{Proof.} By reduction from \textsc{Partition}. Consider an instance of natural numbers \(A = \{a_1, \ldots, a_N\}\), and let \(s = \sum_{i=1}^{N} a_i\) be the sum over the elements of the list. Let us define \(n_i = \frac{a_i}{s}\), \(n_{min} = \min_i = 1, \ldots, N\{n_i\}\), and consider the separable systems \(S_1\) and \(S_2\):

1. The separable system \(S_1\) characterized by the hyperplane \(\sum_{i=1}^{N} n_i x_i = \frac{1}{2} + \frac{n_{min}}{2}\).
2. The separable system \(S_2\) characterized by the hyperplane \(\sum_{i=1}^{N} n_i x_i = \frac{1}{2}\).

Observe that the difference of the reliability of both systems evaluated at \(p = 1/2\) is:

\[ R_{S_1}(1/2) - R_{S_2}(1/2) = \frac{P\left(\sum_{i=1}^{N} n_i x_i \geq \frac{1}{2}\right) - P\left(\sum_{i=1}^{N} n_i x_i \geq \frac{1}{2} + \frac{n_{min}}{2}\right)}{2^N} = \frac{\#\{\{x_1, \ldots, x_N\} \in \{0, 1\}^N : \sum_{i=1}^{N} n_i x_i = \frac{1}{2}\}}{2^N}, \]

and the last number is positive if and only if there exists a subset \(B \subseteq \{1, \ldots, N\}\) such that \(\sum_{i \in B} n_i = \frac{1}{2}\). In that case, if we multiply on both sides by \(s\) we get that \(\sum_{i \in B} a_i = \frac{s}{2}\), and the answer to \textsc{Partition} for the list \(A\) is YES. Otherwise, the answer to \textsc{Partition} is NO. Therefore, the reliability evaluation of separable systems is at least as hard as \textsc{Partition}, and it belongs to the class of \(NP\)-Hard problems.

5.2 Characterizations

A natural question is to characterize separable systems in terms of pathsets and cutsets. Let us denote \(CH(P)\) and \(CH(C)\) the convex hull of the pathsets and cutsets respectively.

\textbf{Theorem 5.2.} An SBS is separable if \(CH(P) \cap CH(C) = \emptyset\).

\textbf{Proof.} If the intersection is empty, Hahn-Banach separation theorem for convex sets asserts that there exists a hyperplane \(H\) that separates those convex sets \([8]\). As a consequence, \(\phi = \phi_H\) for some hyperplane \(H\).

For the converse, we know that the SBS is separable. Therefore, there exists some hyperplane \(H : \sum_{i=1}^{N} n_i x_i = \alpha_0\) such that \(\sum_{i=1}^{N} n_i x_i \leq \alpha_0\) for cutsets, and \(\sum_{i=1}^{N} n_i x_i > \alpha_0\) for pathsets. Suppose for a moment that \(CH(P) \cap CH(C) \neq \emptyset\). There exists some element \(z \in \mathbb{R}^N\) such that:

\[ z = \sum_{j=1}^{l} a_j x^j = \sum_{k=1}^{s} \beta_k y^k, \]

for some states \(x^1, \ldots, x^l \in P, y^1, \ldots, y^s \in C\), and non-negative numbers such that \(\sum_{j=1}^{l} a_j = \sum_{k=1}^{s} \beta_k = 1\). If we denote \(x^j = (x_1^j, \ldots, x_N^j)\) we know that \(\sum_{i=1}^{N} n_i x_i^j > \alpha_0\). Therefore, for \(z = (z_1, \ldots, z_N)\) we get that:

\[ \sum_{i=1}^{N} n_i z_i = \sum_{i=1}^{N} n_i \left( \sum_{j=1}^{l} a_j x_i^j \right) > \sum_{j=1}^{l} a_j \alpha_0 = a_0. \]
Analogously, using the fact that \( z = \sum_{k=1}^{s} \beta_k y^k \) we get that \( \sum_{i=1}^{N} n_i z_i \leq a_0 \), which is a contradiction. Therefore we must have \( CH(P) \cap CH(C) = \emptyset \), and the result holds. \( \Box \)

By Proposition 5.2 we have a full geometrical characterization of separable systems, which accept an efficient representation.

In the following, we consider an alternative characterization, in terms of weighted cutsets and pathsets. Consider an arbitrary assignment \( n_1, \ldots, n_N \) of non-negative numbers to the respective components of the system. The condition \( \sum_{i=1}^{N} n_i x_i \geq a_0 \) for all the pathsets is equivalent to finding the pathset \( x \) with minimum-cost, \( c(x) = \sum_{i:x_i=1} n_i \), and testing if \( c(x) \geq a_0 \). Analogously, the condition \( \sum_{i=1}^{N} n_i y_i \leq a_0 \) for all the cutsets is equivalent to testing whether the cutset \( y \) with minimum cost, \( c(y) = \sum_{i:y_i=0} n_i \), satisfies the test \( S - c(y) < a_0 \), where \( S = \sum_{i=1}^{N} n_i \) is the cost of the global system. Observe that, for convenience, the cost of a cutset is defined as the sum of the components under failure. In particular, we get the following characterization of separable systems:

**Theorem 5.3.** An SBS is separable if and only if there exists an assignment of non-negative costs to the components \( n_1, \ldots, n_N \) such that \( S < c(y) + c(x) \), being \( c(x) \) and \( c(y) \) the pathset/cutset with minimum cost respectively.

**Proof.** First, let us assume that we have a separable SBS with hyperplane \( \sum_{i=1}^{N} n_i x_i = a_0 \). Using the previous reasoning, the assignment \( \{n_1, \ldots, n_N\} \) verifies \( c(x) \geq a_0 \) and \( S - c(y) < a_0 \), Therefore, \( S < c(y) + c(x) \).

For the converse, let us fix \( a_0 = c(x) \), the pathset with minimum cost. Clearly, the specific pathset \( x \) meets the condition \( \sum_{i=1}^{N} n_i x_i \geq a_0 \); in fact the equality is met. By its definition, the inequality holds for the other pathsets. Finally, we use the fact that \( S < c(y) + c(x) \) to verify that the cutset with minimum-cost, \( y \), meets the inequality \( \sum_{i=1}^{N} n_i y_i < a_0 \). The inequality for the other cutsets is straightforward since \( y \) is a cutset with minimum-cost. Therefore, the SBS is separable, concluding the proof. \( \Box \)

6 SEPARABILITY IN GRAPHS

Our characterization of separable systems has a straightforward reading in the celebrated all-terminal reliability model.

**Definition 6.1 (Separable Graph).** A graph \( G = (V, E) \) is separable if there exists an assignment of non-negative real numbers \( n_1, \ldots, n_m \) to its \( m \) nodes, and there exists a threshold \( \alpha \) such that \( c(E') \geq \alpha \) for all \( E' \subseteq E \) such that \( G' = (V, E') \) is connected, and \( c(E') < \alpha \) otherwise.

Let \( G \) be a connected graph. Recall that Kruskal algorithm provides efficiently the cost of the minimum spanning tree, \( MST(G) \). Furthermore, the cutset with minimum-cost, \( m(G) \), is obtained using Ford-Fulkerson algorithm. Therefore, the following corollary of Theorem 5.3 holds for graphs:

**Corollary 6.2.** A graph is separable iff there exists a feasible assignment \( \{n_1, \ldots, n_N\} \) to the links such that \( S < MST(G) + m(G) \), being \( MST(G) \) the cost of the minimum spanning tree, \( m(G) \) the mincut with minimum capacity, and \( S = \sum_{i=1}^{N} n_i \), the sum of the link weights.

With the following lemmas, we will present a hereditary property of separable graphs, stated in Theorem 6.5. Consider a simple connected graph \( G = (V, E) \). We will consider two different link additions:

- We denote \( G_{in} = G + e_{in} \) to the resulting graph after the addition of an internal link \( e_{in} = \{u_1, u_2\} \), where \( u_1, u_2 \in V \).
- We denote \( G_{out} = G + e_{out} \) to the resulting graph after the addition of an external link \( e_{out} = \{u_1, u_2\} \), where \( u_1 \in V \) but \( u_2 \notin V \).

Observe that \( G + e_{in} \) and \( G \) share an identical node-set \( V \), while the node-set for \( G + e_{out} \) is \( V \cup \{u_2\} \).

**Lemma 6.3.** If \( G \) is nonseparable then \( G_{out} \) is nonseparable.

**Proof.** Suppose for a moment that there exists a feasible assignment \( \{n_1, \ldots, n_N\} \) for \( G_{out} \). Then:

\[
\left( \sum_{i=1}^{N} n_i \right) + n_{N+1} < MST(G_{out}) + m(G_{out})
\]

\[
= MST(G) + n_{N+1} + \min(m(G), n_{N+1})
\]

\[
\leq MST(G) + n_{N+1} + m(G),
\]

and \( \{n_1, \ldots, n_N\} \) would be a feasible assignment for \( G \), which is a contradiction. Therefore, \( G_{out} \) is nonseparable. \( \Box \)

It is also possible to prove that:

**Lemma 6.4.** If \( G \) is nonseparable then \( G_{in} \) is nonseparable.

Observe that Lemma 6.4 informally states that graphs with more density are nonseparable. Using the counter-reciprocal of Lemmas 6.3 and 6.4, we can prove:

**Theorem 6.5.** Separability is a hereditary property in graphs.

And analogously we can prove that:

**Lemma 6.6.** If \( G \) is separable, \( G_{out} \) is also separable.

**Corollary 6.7.** Cycles with arborescences are separable graphs

**Proof.** We know that elementary cycles are separable. The result follows by the addition of one or several trees hanging to different nodes from the first cycle. Supported by Lemma 6.6, the separability is preserved by the addition of those links. \( \Box \)

Figure 1 depicts Monma graphs. Clyde Monma et. al. used these graphs to design minimum cost biconnected meteric networks [12]. They attain the maximum reliability among all the graphs with \( p \) nodes and \( q = p + 1 \) links [5].

![Figure 1: Monma graph \( M_{l_1+1, l_2+1, l_3+1} \).](image)

**Lemma 6.8.** Monma graphs are nonseparable

**Proof.** Consider an arbitrary order for the links of Monma graph, and the rule \( \phi(x) = 1 \) iff the Monma subgraph given by the links in \( x \) is connected. We will find a convex combination of pathsets and cutsets with identical result. Consider the four links \( e_1 = \{u, a_1\} \), \( e_2 = \{a_1, a_2\} \), \( e_3 = \{u, b_1\} \) and \( e_4 = \{b_1, b_2\} \) from Figure 1. Let us denote \( 1_{e_i}, e_j \) the binary word that is set to
1 in all the bits but 0 in the positions corresponding to the links \( e_j \) and \( e_i \). Consider the following identity:
\[
\frac{1}{2} (1_{e_i} + 1_{e_j}) = \frac{1}{4} (1_{e_i} + 1_{e_j} + 1_{e_i} + 1_{e_j})
\]
On one hand, we have a convex combination of cutsets. On the other, a convex combination of pathsets. By Theorem 5.2, MKnna graphs are nonseparable. □

Recall that a node \( v \) in a graph \( G \) is a cut-point if \( G - v \) has more components than \( G \). A connected graph is biconnected if it has no cut-points. The addition of an ear to a graph \( G \) is the addition of an external elementary path between two different nodes from \( G \). Frederickson-Jájá characterization theorem asserts that there exists an ear decomposition of all biconnected graphs, such that \( G = \bigcup H_i \cup H_1 \cup H_2 \cup \cdots \cup H_r \), \( C_s \) is an elementary cycle and \( H_i \) is the addition of an ear to the previous graph [10]. This structural characterization of biconnected graphs lead us immediately to the following theorem that can be easily proved:

**Theorem 6.9.** All biconnected graphs that are not elementary cycles are nonseparable.

An analogous reasoning leads to the following generalization:

**Corollary 6.10.** Two kissing cycles are nonseparable.

A further generalization recalls Frederickson-Jájá characterization: \( G \) is a bridgeless graph if and only if \( G = C_s \cup H_1 \cup H_2 \cup \cdots \cup H_r \), \( C_s \) is an elementary cycle and \( H_i \) is the addition of an ear or a kissing cycle to the previous graph.

We are in conditions to fully characterize separable graphs:

**Theorem 6.11.** A graph \( G \) is separable iff \( G \) falls into one of the four categories:

1. \( G \) is not connected;
2. \( G \) is a tree;
3. \( G \) is an elementary cycle; or
4. \( G \) is an elementary cycle with arborescences.

**Proof.** In order to prove the converse, we test case by case that the graph is separable:

1. If \( G \) is disconnected, all of its configurations are cutsets and the reliability is null. In this case, the inequality \( \sum_{i=1}^{N} x_i > 2N \) is not satisfied by any binary vector \( x = (x_1, \ldots, x_N) \), and the graph is separable.
2. If \( G \) is a tree \( T_N \) with \( N \) links, the evidence is the hyperplane \( \sum_{i=1}^{N} x_i \geq N \) (or a unit-assignment is feasible).
3. If \( G = C_N \) is an elementary cycle, the evidence is the inequality \( \sum_{i=1}^{N} x_i \leq N - 1 \).
4. If \( G \) is a tree with arborescences, Lemma 6.7 states that \( G \) is separable. □

If we consider the case of a graph \( G = (V, E) \) in which two nodes \( s, t \) called respectively source and terminal have to be connected, it is possible to prove that if \( G \), a source terminal graph, is nonseparable then \( G_{in} \) neither, and \( G_{out} \) is also nonseparable.

**Lemma 6.12.** Elementary cycles in a source terminal graph \( G \) are nonseparable.

**Proof.** Suppose an elementary cycle and two nodes \( s \) and \( t \) source and terminal respectively, connected by two paths with \( n \) and \( r \) nodes respectively.

Consider an assignment of non-negative real numbers \( a_1, \ldots, a_m \) to its \( n \) links, and \( a_2, \ldots, a_r \) to its \( r \) links Let’s call \( a_{1m} \) and \( a_{2m} \) to the smallest values in each path. Without loss of generality, let us assume that
\[
\sum_{i=1}^{n} a_{1i} \leq \sum_{i=1}^{r} a_{2i}, \quad a_{1m} \leq a_{2m}
\]
Then, the separability condition is void if:
\[
\sum_{i=1}^{n} a_{1i} + \sum_{i=1}^{r} a_{2i} \leq \sum_{i=1}^{n} a_{1i} + a_{1m} + a_{2m}
\]
And so,
\[
\sum_{i=1}^{r} a_{2i} \leq a_{1m} + a_{2m}
\]
And this only can be true if \( a_{2m} \) is the only link in this path. An analogous reasoning holds for the case where \( a_{2m} \leq a_{1m} \). □

We are in conditions to fully characterize separable graphs:

**Theorem 6.13.** A source terminal graph \( G \) is separable iff \( G \) falls into one of the two categories:

1. There is no elementary path between \( s \) and \( t \); or
2. There is exactly one elementary path between \( s \) and \( t \).

Observe that the resulting graph \( G \) can have cycles, but they cannot include the distinguished nodes \( s \) and \( t \).

**Corollary 6.14.** The all-terminal reliability evaluation of separable graphsbelong to the class \( \mathcal{P} \) of polynomial-time problems.

**Proof.** The analysis is straightforward. Let \( G \) be a separable graph:

1. If \( G \) is not connected \( R(G) = 0 \).
2. If \( G = T_N \) a tree with \( N \) links with independent reliabilities \( p_e \) \( \forall e \in T_N \), then \( R(G) = \prod_{e \in T_N} p_e \).
3. If \( G = C_N \),
\[
R(C_N) = \prod_{e \in C_N} p_e + \sum_{e \in C_N} (1 - p_e) \prod_{e' \in C - e} p_{e'}.
\]
4. Finally, if \( G \) is an elementary cycle with arborescences:
\[
G = C_T \cup T_s, \text{ being } T_s \text{ union of trees pending from the cycle } C_T. \text{ Therefore, } R(G) = R(C_T) \times \prod_{e \in T_s} p_e.
\]

The reader can appreciate that the reliability computation is a product, or a sum of products of the elementary link reliabilities. Therefore, the number of operations involved are linear, or quadratic, in the number of links. □

The corank of a graph is the number of independent cycles. In a connected graph with \( n \) nodes and \( m \) links, its corank is precisely \( c(G) = m - n + 1 \). It is worth to remark that Theorem 6.13 can be re-stated in terms of corank: a connected graph \( G \) is separable if and only if its corank is either 0 or 1.

We close this section discussing an interplay between a combinatorial optimization called the Network Utility Problem (NUP) and separable graphs. First, observe that an arbitrary spanning tree of a connected graph \( G \) has \( n - 1 \) links. Therefore, the corank of a graph is precisely the number of additional links that we must pay to build the graph \( G \), starting from a minimally-connected graph. In terms of communication, the corank of \( G \) represents redundancy. At the cost of redundancy, the resulting network can be robust under a certain amount of link failures. The profit is the link connectivity \( \lambda(G) \), which represent the lowest number of links that should be removed in order to disconnect \( G \). As a consequence, the utility of a graph, \( u(G) \), is the difference between the
connectivity and the corank: \( u(G) = \lambda(G) - c(G) = \lambda - m + n - 1. \) In \([6]\), the authors formally proved the following.

**Theorem 6.15.** The graphs with maximum utility are trees and cycles. Their utility value is 1. There is no other graph with maximum utility.

**Corollary 6.16.** All the graphs with maximum utility are separable graphs.

The all-terminal reliability polynomial under identical elementary reliabilities in the links \( r \) is

\[
R_G(r) = \sum_{i=0}^{c(G)-1} n_i(G) p^{m-i}(1-p)^i + r(G)p^{n-1}(1-p)^{m-n+1},
\]

being \( n_i(G) \) the number of connected subgraphs of \( G \) with precisely \( m-i \) links, and \( r(G) \) the tree-number of \( G \), which is known using Matrix-Tree Kirchhoff theorem \([3]\). Therefore, the number of unknowns is precisely the number of terms involved in the summation: \( c(G) - \lambda \). The only cases where there are no terms in the sum occur either when \( c(G) - \lambda = -1 \), exactly in trees and cycles, or when \( c(G) - \lambda = 0 \), only in an elementary graph with arborescence, \( K_3 \), Kite-graph and Bowtie-graph \([6]\). These graphs are considered as the simplest in terms of reliability analysis. Indeed, in \([6]\) the authors define the level of difficulty of a graph as the difference \( d(G) = c(G) - \lambda - 1 \), and a graph is easy if and only if \( d(G) \leq 0 \).

**Corollary 6.17.** All separable graphs are easy graphs.

The reader can observe that the graphs with maximum utility \( u(G) \) are the easiest graphs, with the minimum level of difficulty \( d(G) \).

### 6.1 Discussion

A natural extension of our prior analysis is a classification of nonseparable systems.

Let \( S = (S, r, \phi) \) be an arbitrary SMBS, and consider its corresponding 0-1 labels of the vertices of a hypercube \( \mathbb{Q}_N \) in the Euclidean space \( \mathbb{R}^N \).

**Definition 6.18 (Level of Separability).** The level of separability of \( S \) is the least positive integer \( d \) such that there exists positive separator hyperplanes \( \pi_1, \ldots, \pi_d \), where all the pathsets of \( S \) lie on the same side as the unit vector for all the hyperplanes, and all the cutsets do not meet the previous condition, at least for one hyperplane.

**Proposition 6.19.** Let \( S \) be an arbitrary SMBS, and let \( mc = |MC| \) be the number of all its mincuts. Therefore, the level of separability \( d \) verifies \( d \leq mc \).

**Proof.** Assume that \( x_1, \ldots, x_{mc} \) is the list of all the mincuts of \( S \). Consider the sets \( S_i = \{ j : x_j^i = 0 \} \), that represent the non-operational states for the mincut \( x^i \). Observe that the mincut \( x^i \) does not meet the inequality \( \pi_i \): \( \sum_{j \in S_i} x_j \geq 1 \). Furthermore, the hyperplanes \( \pi_1, \ldots, \pi_{mc} \) meet the definition 6.18, and the result follows. \( \square \)

### 7 CONCLUDING REMARKS

Topological network design usually deals with deterministic models, while network reliability is intrinsically probabilistic in nature. However, the reliability maximization determines special topologies, that are incidentally related with network optimization models.

In this paper, a direct interplay between the Network Utility Problem (NUP) and a level of separability in Stochastic Binary Systems (SBS) is met. While trees, cycles and arborescences are separable in the all-terminal reliability model, only trees are separable under the source-terminal reliability model. Curiously enough, these separable models define structures with maximum utility in terms of the NUP.
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ABSTRACT
With the 5th generation of mobile networking (5G) on our doorstep, optical network operators are reorganizing their network infrastructures so that they can deploy different topologies on the same physical infrastructure on demand. This new paradigm, called network slicing, together with network function virtualization (NFV), can be enabled by segmenting the physical resources based on the requirements of the application level.

In this paper, we investigate a nested decomposition scheme for the design of reliable 5G network slicing. It involves revisiting and improving the previously proposed column generation models, and adding in particular the computation of dual bounds with Lagrangian relaxation in order to assess the accuracy of the solutions.

Extensive computational results show that we can get $\varepsilon$-optimal reliable 5G slicing solutions with small $\varepsilon$ (about 1% on average) in fairly reasonable computational times.

1 INTRODUCTION
The 5th generation of mobile networking (5G) is based on the key technologies of Software-Defined Networking (SDN) and Network Function Virtualization (NFV) in order to offer multiple services with various performance requirements, e.g., low latency, high throughput, high reliability, or high security. SDN allows network operators to remotely (re)configure the physical network in order to reserve on demand networking resources. Virtual compute nodes (i.e., node with computing resources such as servers or a data center) can enable Virtual Network Functions (VNFs) running on top of general-purpose hardware, such as a cloud infrastructure.

Within the context of 5G networks, network slicing is an end-to-end logical network provisioned with a set of isolated virtual resources on a shared physical infrastructure. Slices are provided as different customized services to fulfill dynamic demands, with flexible resource allocations. In other words, a network slice is a self-contained network with its own virtual resources, topology, traffic flow, and provisioning rules. Network slicing is therefore a key feature of 5G networks, which allows the efficient resource share of a common physical infrastructure and consequently, reduces operators’ network construction costs.

An interesting feature of SDN is its ability to process traffic while forwarding it, using “network functions” or “network services”. The latter ones can implement header processing and payload processing functions, such as network address translation (NAT), firewall, or domain name system (DNS). They are called Virtual Network Functions (VNFs) and can be implemented in software on conventional processing systems (e.g., servers or data centers) that are co-located with networking equipment.

The sequence of functions that need to be set up for a specific flow is referred to as a “service chain.”

In this paper, we propose a 5G network slicing design model and algorithm, based on nested column generation. It aims at maximizing the number of granted slices while addressing the reliability requirements of network slices. In order to avoid the costly exact solutions of the sub-problems, we discuss how to compute bounds using Lagrangian relaxation, so that we can assess the accuracy of the output solutions.

The paper is organized as follows. Section 2 contains the literature review. Section 3 provides the detailed problem statement of the design of reliable 5G network slicing. An original nested decomposition model is proposed in Section 4. Algorithmic aspects are covered in Section 5. Numerical results are described in Section 6 and conclusions are drawn in the last section.

2 LITERATURE REVIEW
2.1 5G Network Slicing
Several papers and surveys have already appeared on 5G network slicing and described their various challenges and opportunities [1, 14]. Similarly, many studies and several surveys have been devoted to Network Function Virtualization (NFV), e.g., [20].

Very few studies look at the combination of reliable 5G slicing and NFV. Tang et al. [18] propose an MILP for 5G network slicing that maximizes the number of granted slices while minimizing their failure rate, without providing protection mechanisms.

Some authors looked at network slicing and NFV, more often in the wireless networks than in the wired optical ones. Challenges are discussed in, e.g., [10, 14].

Lin et al. [11] propose an exact algorithm using column generation aiming to minimize the total embedding cost in terms of spectrum cost and computation cost for a single virtual network request. Moreover, validation of the exact algorithm is made on a six node network. Large data instances are solved using a heuristic. Destounis et al. [3] also propose an exact column generation algorithm for network slicing without the NSF features. They solved data instances up to 200 nodes. Carella et al. [2] exemplified Network slicing as an addition to the current Cloud architecture and evaluated on a testbed architecture based on the Fraunhofer FOKUS and TU Berlinopen source Open Baton toolkit.

2.2 Nested Column Generation Decomposition
The idea of nested column generation is not new: several authors looked at network slicing and NFV, more often in the wireless networks than in the wired optical ones. Challenges are discussed in, e.g., [10, 14].

Lin et al. [11] propose an exact algorithm using column generation aiming to minimize the total embedding cost in terms of spectrum cost and computation cost for a single virtual network request. Moreover, validation of the exact algorithm is made on a six node network. Large data instances are solved using a heuristic. Destounis et al. [3] also propose an exact column generation algorithm for network slicing without the NSF features. They solved data instances up to 200 nodes. Carella et al. [2] exemplified Network slicing as an addition to the current Cloud architecture and evaluated on a testbed architecture based on the Fraunhofer FOKUS and TU Berlinopen source Open Baton toolkit.

However, most studies did not worry about assessing accurately the quality of the output solutions, except, e.g., [6, 19].
3 PROBLEM STATEMENT AND NOTATIONS

3.1 Rel_5G_NFV Problem Statement

Consider a physical network $G^p = (V^p, L^p)$, defined by its set of nodes $V^p$, indexed by $v$, and set of links $L^p$, indexed by $l$, with capacities $\text{cap}_v \geq 0$ and $\text{cap}_l \geq 0$ on both nodes and links, respectively.

5G Slicing. Each slice $S \in S$ is associated with a virtual network $S = (V^S, L^S, \text{cap}^S)$, which is defined by a set of virtual nodes $V^S$ (indexed by $v'$), and virtual links $L^S$ (indexed by $l'$), with capacity requirements $\text{cap}^S_v$ and $\text{cap}^S_l$, respectively.

Virtual Networks. An embedding of $S$ onto $G^p$ consists of mapping:

- Each virtual node $v' \in V^S$ onto a physical node $v \in V^p$.
- Each virtual link $l' \in L^S$ onto a loop-free physical path, connecting two physical nodes $v$ and $v'$, to which the virtual nodes $v'$ and $v$ have been mapped.
- Each virtual path is protected by a virtual path, whose mapping is physical link-disjoint from the mapping of the first path.

in order to maximize the GoS.

A feasible embedding is an embedding in which all physical link and node capacity constraints are satisfied; that is, the sum of capacity demands of all virtual nodes embedded on a physical node is less than the capacity of this physical node, and the sum of the requests of all the virtual links going through a physical link does not exceed the capacity of this link.

In order to simplify the model and the algorithm, we work directly with the mapping of the virtual nodes/links, i.e., with physical nodes/links, without expressing explicitly the virtual links and nodes.

Service Function Chaining. Let $F$ be the set of all services functions, indexed by $f$, and let $C$ be the set of all service function chains, indexed by $c$. Any chain $c$ is defined by an ordered sequence of $n_c$ functions: $c = \{f_1, f_2, ..., f_{n_c-1}\}$. The routing of any demand in a slice governed by SFC $c$ must go through virtual compute nodes hosting the functions of $c$.

Application (Slice) Demand. Demands are provided for each slice $S$, with each slice being associated with one particular application, characterized by a given Service Function Chain (SFC) $c_S$. We denote by $K^{sd,c}$ the demand for node pair $(v_s, v_d) \in SD_c$, i.e., with traffic in slice $S$, subject to the requirement of SFC $c$, and by $\Delta^{sd,c}_f$ the required computational resource of function $f$ for demand $K^{sd,c}$.

4 A NESTED DECOMPOSITION SCHEME

We now present a nested decomposition scheme, in which at the upper layer of the decomposition, we select the slice configurations for each slice demand. Each slice configuration is defined by a virtual network as defined in Section 3.2, which satisfies the demand $K^{sd,c}$ associated with its required application and corresponding SFC $c$.

Let $\Gamma$, indexed by $\gamma$, be set of all possible slice configurations. Each slice configuration $\gamma$ is characterized by a slice $S$ and its assigned resources. Each slice configuration $\gamma$ is characterized by its slice index $S$, its node assigned resources $R^\gamma_v$, and its link assigned resources $B^\gamma_l$. We have $\Gamma = \bigcup_{c \in C} \Gamma_c$.

In order to simplify the notations, we will simply write $c$ unless there is confusion.

4.1 Master Problem

Master problem maximizes the grade of service (GoS) subject to capacity constraints. It requires only one set of variables: $z_\ell = 1$ if potential slice virtual network $\gamma$ associated with $c$ is selected, 0 otherwise, for $\gamma \in \Gamma_c$ and $c \in C$.

Objective:

$$\max \sum_{c \in C} \sum_{\gamma \in \Gamma_c} \sum_{(s, d) \in SD_c} K^{sd,c}_{\gamma} \cdot z_\gamma$$  \hspace{1cm} (1)$$

subject to:

$$\sum_{\gamma \in \Gamma_c} z_\gamma \leq 1 \hspace{1cm} c \in C$$  \hspace{1cm} (2)$$

$$\sum_{c \in C, \gamma \in \Gamma_c} R^\gamma_v \leq \text{cap}_v \hspace{1cm} v \in V^p$$  \hspace{1cm} (3)$$

$$\sum_{c \in C, \gamma \in \Gamma_c} B^\gamma_l \leq \text{cap}_l \hspace{1cm} l \in L^p$$  \hspace{1cm} (4)$$

$$z_\gamma \in \{0, 1\} \hspace{1cm} \gamma \in \Gamma$$  \hspace{1cm} (5)$$

Constraints (2) impose to select at most one virtual network (slice) for demand associated with $c \in C$. Constraints (3) enforce the compute node capabilities, while constraints (4) enforce the link transport capacities.

4.2 Slicing Pricing Problem (PP$_{SLICE}$)

In order to be able to compute the required node and link resource for a given slice, the pricing problem, or equivalently, the slice configuration generator, needs to provision the demand $K^\gamma$. We define the following parameters.

Parameters:

- $\pi \in \Pi$: a logical path that defines a service path with chain $c$ from $s$ to $d$. Note that a logical path may go through a given physical link several times due to the sequence of functions in $c$.
- $\Pi^c_{vd} \subseteq \Pi$: set of all potential paths for service chain $c$ from $s$ to $d$.  

\[108\]
• \( a^{\ell, \pi} = 1 \) if, on path \( \pi \), function \( f_i \) is hosted on physical node \( v \), 0 otherwise.
• \( \delta^\pi_\ell \) = number of times path \( \pi \) goes through link \( \ell \)
• \( x^\pi_\ell = 1 \) if logical path \( \pi \) goes through physical link \( \ell \) at least once, 0 otherwise.

Variables:
• \( y^\pi_{\pi, p} = 1 \) if path \( \pi \) is the primary path to provision traffic from \( s \) to \( d \), 0 otherwise.
• \( y^\pi_{\pi, b} = 1 \) if path \( \pi \) is the backup path to provision traffic from \( s \) to \( d \), 0 otherwise.

Objective:
\[
\text{max } \text{RCPP}_{\text{pars}} = \sum_{(s,d) \in SD} K^{sd,c} - u^\pi_c (2)
\]
\[- \sum_{v \in V^p} u^{(3)}_{\ell} \sum_{(s,d) \in SD} \sum_{i=0}^{n_c-1} \sum_{\pi \in \Pi^{sd}} \Delta^{sd,c} f_{\ell} \pi (y^\pi_{\pi, p} + y^\pi_{\pi, b})
\]
\[- \sum_{\ell \in L^p} u^{(4)}_{\ell} \sum_{(s,d) \in SD} \sum_{\pi \in \Pi^{sd}} K^{sd,c} \delta^\pi_\ell (y^\pi_{\pi, p} + y^\pi_{\pi, b}) (6)
\]
Constraints:
One primary path per demand:
\[
\sum_{\pi \in \Pi^{sd}} y^\pi_{\pi, p} = 1 \quad (v_s, v_d) \in SD (7)
\]
One backup path per demand:
\[
\sum_{\pi \in \Pi^{sd}} y^\pi_{\pi, b} = 1 \quad (v_s, v_d) \in SD (8)
\]
Link disjoint primary and backup paths:
\[
\sum_{\pi \in \Pi^{sd}} x^\pi_\ell (y^\pi_{\pi, p} + y^\pi_{\pi, b}) \leq 1 \quad (v_s, v_d) \in SD, \ell \in L^p (9)
\]
Link and node capacities:
\[
(R_{\ell} = \sum_{(v_s, v_d) \in SD} \sum_{i=0}^{n_c-1} \sum_{\pi \in \Pi^{sd}} \Delta^{sd,c} f_{\ell} \pi (y^\pi_{\pi, p} + y^\pi_{\pi, b}) \leq \text{CAP}_\ell \quad v \in V^p (10)
\]
\[
(B_{\ell} = \sum_{(v_s, v_d) \in SD} \sum_{\pi \in \Pi^{sd}} K^{sd,c} \delta^\pi_\ell (y^\pi_{\pi, p} + y^\pi_{\pi, b}) \leq \text{CAP}_\ell \quad \ell \in L^p (11)
\]

4.3 Path Pricing Problem (PP\(_{sd}\)): Service path for Demand from \( v_s \) to \( v_d \)

For a given \((v_s, v_d)\) \( \in SD \), we look for the generation of a path \( \pi \) from \( v_s \) to \( v_d \), which can improve the linear programming relaxation of PPAR\(_{sd}\).

Variables:
• \( x^\pi_\ell \) = 1 if path \( \pi \) uses \( \ell \), 0 otherwise.
• \( \delta^\pi_\ell \) = number of times path \( \pi \) goes through \( \ell \)
• \( q^{sd,c,i}_\ell \) = 1 if, for service chain \( c \), the path from \( v_s \) to \( v_d \) uses link \( \ell \) to go from the location of function \( f_{i-1} \) to the location of function \( f_i \), 0 otherwise. Note that, when \( i = 0 \), \( q^{sd,c,i}_\ell \) represents the path from the source to the first function, when \( i = n_c \), it is the path from the last function to the destination.
• \( a^i_{\ell} = 1 \) if the \( i \)th function \((f_i)\) of chain \( c \) is installed on node \( v \), 0 otherwise.

Objective:
\[
\text{max } \left( - \sum_{v \in V^p} u_{\ell}^{(3)} \sum_{i=0}^{n_c-1} \Delta^{sd,c} f_\ell \pi (y^\pi_{\pi, p} + y^\pi_{\pi, b}) - \sum_\ell u^{(4)}_\ell K^{sd,c} \delta^\pi_\ell \right)
\]
\[- u^{(7)}_{sd,p} - \sum_\ell x^\pi_\ell u^{(9)}_\ell - \sum_{i=0}^{n_c-1} u^{(10)}_\ell K^{sd,c} \delta^\pi_\ell (12)
\]
Constraints:
Aggregation of link usage:
\[
\delta^\pi_\ell = \sum_{i=0}^{n_c} q^{sd,c,i}_\ell \quad \ell \in L^p (13)
\]
Multiple usage of a link:
\[
q^{sd,c,i}_\ell \leq x^\pi_\ell \quad \ell \in L^p, i \in 0, \ldots, n_c - 1 (14)
\]

This set of constraints ensures that \( x^\pi_\ell \) keeps track of physical link \( \ell \) if it is used by any logical link. Indeed, a link can be used multiple times by a given path, this set of constraints result \( x^\pi_\ell \) as used links, no matter how many times they are used. These variables play the role in the upper pricing where backup path and primary path must be disjoint.

Flow Conservation constraints:
\[
\sum_{L_{\ell} \cap V^s} q^{sd,c,0}_\ell - \sum_{L_{\ell} \cap V^d} q^{sd,c,0} + a^{sd,c,0}_\ell = \begin{cases} 1 & \text{if } v = v_s \\ 0 & \text{else} \end{cases} \quad v \in V^p (15)
\]
\[
\sum_{L_{\ell} \cap V^c} q^{sd,c,n_c} - \sum_{L_{\ell} \cap V^c} q^{sd,c,n_c-1} = \begin{cases} -1 & \text{if } v = v_d \\ 0 & \text{else} \end{cases} \quad v \in V^p (16)
\]
\[
\sum_{L_{\ell} \cap V^c} q^{sd,c,i} + a^{sd,c,i} - d^{sd,c,i-1} = 0 \quad \ell \in L^p, 0 < i < n_c (17)
\]

Constraints (15) ensure that demand starts at the source node, then is transferred through a path to the location of first function (unless first function is located at the source node). Similarly, constraints (16) make sure that the demand is delivered to the destination after it is processed by the last function (unless the last function is installed at the destination node). From the location of function \( i - 1 \) to the location of function \( i \), constraints (17) define a path to connect them.

We next use constraints to eliminate the ineffective solutions and, as a consequence, those constraints help to improve the quality of the columns, i.e., slice configurations.

A unique node location for each function occurrence in the service chain:
\[
\sum_{v \in V^p} a^{i}_{\ell} = 1 \quad i = 0, 1, \ldots, n_c (18)
\]

If a link is not used, its corresponding \( x^\pi_\ell \) can be set to zero:
\[
x^\pi_\ell = 0 \quad \ell \in L^p (19)
\]

Domain constraints:
\[
x^\pi_\ell, q^{sd,c,i}_\ell, a^{i}_{\ell} \in \{0, 1\}; \quad \delta^\pi_\ell \in \mathbb{Z}^+ (20)
\]
Node capacity constraints:
\[
\sum_{i=0}^{n_s-1} \Delta^i \alpha^i \leq \text{CAP}_i, \quad \forall \in V^p
\]  
(21)

Link capacity constraints:
\[
\delta^\ell K^{\ell \times d, c} \leq \text{CAP}_\ell, \quad \ell \in L^p.
\]  
(22)

We will discuss in the next section how to solve efficiently the path pricing problems, without requiring the solution of ILP programs at each iteration of the column generation algorithm.

5 NESTED COLUMN GENERATION ALGORITHM

Column generation [9] is based on the fact that, in the simplex method, the solver does not need to simultaneously access all variables of the problem. In fact, a solver can start working only with the basis (a particular subset of the constrained variables), then use a reduced cost to choose the other variables to access, as needed. It is today a very well known and powerful technique [5, 12], while column generation modeling remains an art when the decomposition is not deduced from the application of the Dantzig-Wolfe decomposition.

We next provide the details of our nested column generation algorithm and how we estimated the accuracies of the resulting solutions.

5.1 Nested CG and ILP Solution

The conceptual column generation scheme alternates between solving a restriction of the original problem, usually called restricted master problem, and a column generation phase which is used to augment the set of variables/columns of the restricted master problem using a so-called pricing problem. Here, the pricing problem can be decomposed into \(|S| \) slice pricing subproblems.

In order to guarantee reaching an optimal LP solution, it is required to solve at least once the pricing problem. In this study, we propose to solve the slice pricing problem, indeed, the slicing pricing subproblems using again a column generation algorithm. As these last subproblems are Integer Linear Programs (ILPs), and as we did not develop any branch-and-price algorithms to solve them, they are never solved optimally, and therefore we need to derive a linear relaxation bound in order to get upper bounds, see next section for the details.

In any case, at both decomposition levels, we use the column generation algorithm as long as we can derive new improving columns. For integer solutions, when we cannot improve anymore the LP solution, we use an ILP solver on the current constraint matrix, i.e., the constraint matrix made of all the columns generated so far, and deduce an ILP solution.

Flowcharts in Figure 2 summarize the algorithm. Accuracy of the output solutions is assessed with \( \epsilon \), which is defined as follows:
\[
\epsilon = \frac{\bar{z}_{\text{LP}} - \tilde{z}_{\text{ILP}}}{\bar{z}_{\text{LP}}},
\]
where \( \bar{z}_{\text{LP}} \) is an upper bound the LP solution of problem (1)-(5), whose calculation is developed in Section 5.2. \( \tilde{z}_{\text{ILP}} \) is the best found ILP solution (hence a lower bound on the ILP solution), as derived by the solution of the ILP solver on the constraint matrix of (1)-(5) when no more improved column can be generated by the solution of the slice pricing problem (6)-(11).

In order to speed-up the solution of the path pricing subproblems, we first use a shortest path algorithm after noting that all the link costs are positive, taking into account the values of the dual variables. It is worth noting that the usage of a shortest path algorithm does not necessarily guarantee the generation of feasible lightpaths with respect to link and node capacities. However, those capacities are enforced in the slice pricing subproblems, and therefore taken care. When the path pricing subproblems are not able to generate improving paths (i.e., with a negative reduced cost), then we use an ILP solver to solve them, with the guarantee to satisfy all node and link capacities.

5.2 Solution Accuracy

The nested column generation framework allows the efficient exploitation of the substructures of a problem at the expense of a more difficult exact solution of the linear programming relaxation as it a priori requires the exact solution of the upper level pricing problem (here the slice \( \text{PP}_{\text{slice}} \) Pricing problem), i.e., a branch-and-price algorithm. In order to overcome that difficulty, we propose to compute an upper bound on the objective (i.e., reduced cost) of the \( \text{PP}_{\text{slice}} \) problem, and then deduce an upper bound on the optimal LP solution of the \( \text{Rel}_5G_{\text{NFV}} \) master problem (1)-(5). It then allows the evaluation of the accuracy (gap) of output ILP solutions using the algorithm described in the previous section.

Consider the compact formulation associated with (1)-(5), i.e., the \( \text{COMPACT} \) model such that when applying a Dantzig-Wolfe decomposition to it, we derive model (1)-(5). Let
\[
[\text{COMPACT}] \quad \max \{cx : Ax \leq b, x \in X\}.
\]
Using the Dantzig-Wolfe decomposition of Model compact, the slicing pricing problem, $\text{PP}_\text{SLICE}$, can be written as follows:

$$\text{RC}^\ast_{\text{PP}_\text{SLICE}} = \max \left\{ \sum_{s \in S} R^c_s (\text{PP}_\text{SLICE}(s)) \mid x \in X^\text{PRICING} \right\}. \tag{23}$$

We simply write RC to shorten $\text{RC}^\ast_{\text{PP}_\text{SLICE}}$ when there is no ambiguity so that $\text{RC}^\ast_{\text{PP}_\text{SLICE}} = \text{RC}^\ast$.

In Figure 3, we rank the relative positions of the various values that we discuss below. Question marks indicate values that are not computed accurately, and that are upper/lower bounded.

The Lagrangian relaxation of the compact Model can be written:

$$\text{LR}(u) = \max_{x \in X} \left\{ L(u, x) = ub + (c - uA)x \right\}.$$ \tag{24}

Following Vanderbeck [19] and Pessoa et al. [15], a valid upper bound for the compact problem can be computed using Lagrangian Relaxation (LR). At any iteration $\tau$ of the column generation algorithm, i.e., when we re-optimize the linear relaxation of the master problem (1)-(5), the optimal $x_{\text{RC}^\ast}$ that maximizes $L(u_\tau, x_{\text{RC}^\ast})$ can be written:

$$x_{\text{RC}^\ast} = \arg \max_{x \in X} L(u_\tau, x) = \arg \max_{x \in X} \text{RC}(u_\tau, x) = \arg \max_{x \in X} \text{RC}(u_\tau, x^i),$$

where $x^i, i \in I$ denote the extreme points of $X$, see [13], Section II.3.6.

As $x_{\text{RC}^\ast}$ is known only if we solve $\text{PP}_\text{SLICE}$ exactly, we can bound it in order to get an upper bound, $\tau_{\text{LR}}$, on the optimal value of the linear programming relaxation. Indeed, $\text{RC}^\ast_{\text{PP}_\text{SLICE}} \leq \text{RC}^\ast_{\text{LP}}$, where $\text{RC}^\ast_{\text{LP}}$ is the optimal value of the LP relaxation of $\text{PP}_\text{SLICE}$ at iteration $\tau$ of the column generation algorithm.

Consequently, $L(u_\tau, x_{\text{RC}^\ast}) = u_\tau b + \text{RC}^\ast_{\text{PP}_\text{SLICE}} \leq u_\tau b + \text{RC}^\ast_{\text{LP}} = \tau_{\text{LP}}$.

Figure 3: Ranking of the various LP, LR and ILP values.

At each iteration $\tau$ of the column generation algorithm, each pricing problem is decomposed into $|S|$ elementary slice pricing problems of the type $\text{PP}_\text{SLICE}$. It implies:

$$\tau_{\text{LP}} = u_\tau b + \sum_{s \in S} \text{RC}^\ast_{\text{PP}_\text{SLICE}(S)}.$$ 

Note that the Lagrangian relaxation upper bound does not improve monotonically [15], thus, in order to derive the best possible upper bound, the algorithm must compute

$$\tau_{\text{LR}} = \min_{\tau} \tau_{\text{LP}} = \min_{\tau} \max_{s \in S} \text{RC}^\ast_{\text{PP}_\text{SLICE}(S)}(\text{PP}_\text{SLICE}(S)) \text{.}$$

It remains possible to add several columns (i.e., slices) at a time (whose $\text{RC}^\ast_{\text{LP}} (\text{PP}_\text{SLICE}(S)) > 0$) to the master problem (1)-(5) in one iteration, as long as they are generated with the same set of dual values. Note that output ILP solutions of $\text{PP}_\text{SLICE}(S)$ are not guaranteed to be optimal, hence the notation RC to denote a heuristic solution of the slice pricing problem. Indeed, the algorithm has to go through all slice subproblems in each iteration to ensure the correctness of the Lagrangian bound.

6 NUMERICAL RESULTS

We implemented the model and algorithm described in the previous sections with a C++ program on a Linux computer with 773727 MB RAM and Intel Xeon E5-2687W v3 @ 3.10 GHz 2 processors, 20 cores. We first describe the data sets, and then we report on the performance of the algorithm.

6.1 Data Sets

We considered two topologies from SNDLib [16] and their characteristics are described in Table 1. We re-use the traffic matrix of [7] with four SFCs. In order to derive slice demand, for each original SFC in [7], we divided the overall traffic in 4 subsets, resulting into traffic demands for 16 slices. Transport capacities were set with the optimal solution when allowing only one NFV node.

<table>
<thead>
<tr>
<th>Topologies</th>
<th># nodes</th>
<th># links</th>
<th># connections per slice</th>
<th># slices</th>
<th>Offered load</th>
</tr>
</thead>
<tbody>
<tr>
<td>INTERNET2</td>
<td>10</td>
<td>34</td>
<td>90</td>
<td>16</td>
<td>1Tb</td>
</tr>
<tr>
<td>ATLANTA</td>
<td>15</td>
<td>44</td>
<td>210</td>
<td>16</td>
<td>1Tb</td>
</tr>
</tbody>
</table>

6.2 Model and Algorithm Efficiency and Accuracy

We conducted experiments with the same link transport capacities, and increased node capacities as we increase the number of NFV (compute) nodes. Corresponding accuracies and computational times (seconds) are reported in Table 2. We observe that resulting accuracies are less than 3% except for 4 cases where the gap can reach up to 5.6%. Data Instances are easier to solve as the number of NFVs is increasing, and computational times are fairly reasonable taking into account the accuracies and the complexity of the design problem of reliable 5G network slicing.

<table>
<thead>
<tr>
<th># NFV nodes</th>
<th>INTERNET2</th>
<th>ATLANTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.8</td>
<td>5.6</td>
</tr>
<tr>
<td>2</td>
<td>3.4</td>
<td>4.3</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>2.9</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>2.9</td>
</tr>
<tr>
<td>5</td>
<td>0.4</td>
<td>2.9</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>2.9</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>2.9</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>-</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 2: Nested CG performance
6.3 Network Spectrum Usage
We investigated how the network spectrum is used when the number of nodes with compute capacities is increasing, i.e., when there are more network functions distributed all over the network. We provide the results for the atlanta topology in Figure 4.

Plots of Figure 4 show that it is more or less the same subset of links which are the most loaded, but their load vary with the number and location of the NFVs, and the increase of the overall network load when the number of NFVs is increasing. Sometimes we see a drop in the load of a link, which is explained by the increase and position of more NFVs. In conclusion, dimensioning of the link is very dependent on the number and location of the NFVs.

![Figure 4: Physical Link Load - ATLANTA Topology](image)

We also investigated the throughput evolution when the number of NFV nodes increases and results are depicted in Figure 5 for the atlanta network. We observe that as soon as we reach four or five NFV nodes, then the throughput does not increase significantly anymore.

7 CONCLUSIONS
We designed a first efficient nested decomposition scheme for reliable 5G slicing. Future work will include several algorithmic enhancements such as parallel solutions of pricing problems and greedy heuristics to generate an initial solution (i.e., initial columns at both decomposition levels).
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ABSTRACT
In this paper, we consider a vehicle routing problem with pickup & delivery and synchronization constraint. One vehicle with a known and finite capacity has to visit $n$ customers to pickup or deliver empty containers. At the same time, another vehicle has to deliver ready-mixed concrete by pouring it into the previously delivered containers. This implies dealing with capacity and temporal precedence constraints. We propose a heuristic to tackle this problem. A two-step approach including a local search and a constructive algorithm. We provide some experiments that show positive results.

1 INTRODUCTION
This work is carried out in collaboration with a company which specializes in the sale of ready-mixed concrete. Today, each ready-mixed concrete order requires the mobilization of one or more mixer trucks, even for very small quantities of concrete. However, such trucks are cumbersome, expensive, and disproportionate in some cases, especially when delivering small quantities of concrete. Therefore, the company proposes a new delivery method to deal more effectively with such orders. The idea is to share a single mixer truck by several customers with small quantities ($\leq 500$ liters), which implies organizing optimized mixer truck tours. On the other hand, to ensure the profitability of such truck tours, waiting times at each customer’s location have to be reduced. Today, a mixer truck has to wait until the concrete is poured on site to leave a customer’s location, and this causes a huge waste of time. To tackle this problem, the company proposes to pour the concrete from the truck into special containers instead of pouring it directly on site which is more difficult and takes more time. The truck can then leave faster, and the customer can use the concrete in the containers all day long. Waiting times are then drastically reduced. However, since the containers which are supposed to contain the concrete are special, they also must be delivered to the customer. This implies organizing another tour to deliver the containers and pick them up after they have been used. In brief, this new method is a three-step process:

1. A vehicle delivers a number of empty containers to the customer;
2. Thereafter, a mixer truck delivers a certain quantity of ready-mixed concrete by pouring it into the containers delivered;
3. The next day, the vehicle returns to the customer to pick up the containers after they have been used.

To ensure the profitability of this method, the company needs a decision support system that can generate two efficient and synchronized vehicle tours: a pickup & delivery tour for the containers, and a mixer truck tour to deliver the concrete, knowing that each customer has to receive the containers before the concrete (temporal precedence constraint), and that the vehicle carrying the containers has a maximal capacity (capacity constraint).

This paper aims to provide an efficient heuristic to build such synchronized vehicle tours minimizing the total travel times. The paper is structured as follows. Section 2 provides a literature review of vehicle routing problems with pickup & delivery. Section 3 gives a formulation for the problem tackled in this work. In section 4, we present our heuristic. Section 5 is devoted to some experimental results, and section 6 concludes the paper.

2 LITERATURE REVIEW
We present a brief review of pickup & delivery problems.

2.1 Pickup & Delivery Problems
There are three main classes of pickup & delivery problem in the literature:

2.1.1 One-to-One Problems. One or more vehicles have to carry $n$ commodities, where each commodity has an origin and a destination. One of the best known examples of this class is the Dial-a-ride problem which consists of transporting people from an origin to a destination. The problem has been studied for both single [13] and multiple [4] vehicle cases, with various types of constraints related to ride times, time windows [5, 14]...

2.1.2 One-to-Many-to-One Problems. Commodities are divided into "delivery commodities" and "pickup commodities". One or more vehicles have to carry the delivery commodities from the depot to the customers and the pickup commodities from the customers to the depot. Assuming that $n_p$ is a set of pickup customers, and $n_d$ a set of delivery customers, two cases have been distinguished for these problems: single demands, where $n_p \cap n_d = \emptyset$, and combined demands, where $n_p \cap n_d \neq \emptyset$. For the latter case, [7] consider various possible path types such as the Hamiltonian path, where each customer is visited once such that pickup and delivery are performed simultaneously, as well as the double path, where each customer that has a combined demand (pickup and delivery) is visited twice, the first time for pickup, the second for delivery. Several heuristics have been proposed for both path types for the single and the multi-vehicle cases [3, 12]...

2.1.3 Many-to-Many Problems. One or more vehicles have to transport goods between customers knowing that each customer can be a source or a destination of any type of good. Among the problems of this class, the One-Commodity pickup and delivery
travelling salesman problem is the variant that we consider in this work. It was introduced in [10]. A single vehicle with a known and finite capacity has to carry a single commodity between pickup customers and delivery customers. Picked up commodities can be supplied to delivery customers. This problem is known to be NP-Hard. Moreover, checking the existence of a feasible solution is an NP-Complete problem [8]. Studies on such problems are relatively scarce. A branch and cut algorithm has been proposed in [10] for small instances, and two heuristics have been developed in [11] to tackle larger instances, in particular by defining 'the infeasibility of a path', and adapting the nearest neighbourhood heuristic to increase the chance of obtaining a feasible solution. Furthermore, [9] have proposed a hybrid method combining GRASP (greedy randomized adaptive search procedure) and VND (variable neighbourhood descent) metaheuristics. This method gave better results than the previously proposed ones.

For a detailed survey on pickup and delivery problems, we refer the reader to [1].

3 PROBLEM FORMULATION

Given two vehicles $V_1$ and $V_2$ such that:

- $V_1$ is in charge of delivering (or picking up) empty containers, and has a known and finite maximum capacity $Q$ ($Q$ is the maximum number of containers that can be carried by the vehicle);
- $V_2$ is a mixer truck carrying a sufficient quantity of concrete.

And considering:

- $D_1$ the depot of $V_1$;
- $D_2$ the depot of $V_2$;
- $N = \{1, ..., n\}$ a set of $n$ customers who require a visit of $V_1$ and/or $V_2$;
- $N = N_0 \cup N_2$, where:
  - $N_0$ is the set of customers who require delivering containers + concrete (who require a visit of both $V_1$ and $V_2$);
  - $N_2$ is the set of customers who require picking up containers (who require a visit of $V_1$ only);
  - $N_0 \cap N_2 = \emptyset$.

The problem can be defined on a complete graph $G = (V, E)$ as follows (see Fig 1):

- $V = \{D_1 \cup D_2\} \cup N$ is a set of $n + 2$ nodes;
- $E = \{(i, j), i, j \in V, i \neq j\}$ is a set of edges representing connections between nodes;
- $C = \{c_{i,j}, (i, j) \in E\}$ represents the travel time between $i$ and $j$ ($c_{i,j} = c_{j,i}$, $\forall (i, j) \in E$);
- $D = \{d_{i}, i \in N\}$ is a set of customers' demands ($d_i$ is the number of containers to deliver to / pick up from customer $i$, $d_i < 0 \ \forall i \in N_d$ and $d_i > 0 \ \forall i \in N_p$);

Assuming that:

- $x_{i,j}$ is a boolean variable such that:
  - $x_{i,j} = 1$ if $j$ is visited immediately after $i$ by $V_1$;
  - $x_{i,j} = 0$ otherwise.
- $y_{i,j}$ is a boolean variable such that:
  - $y_{i,j} = 1$ if $j$ is visited immediately after $i$ by $V_2$;
  - $y_{i,j} = 0$ otherwise.

(Note that $y_{i,j} = 0 \ \forall i \in N_p, \forall j \in N_p$).
- $q_i$ is the number of containers in $V_1$ after his visit to customer $i$ (the initial number of containers in $V_1$ when leaving the depot $D_1$ is $q_{D_1} = Q_{init}$);

- $t_{1,i}$ represents the departure time of $V_1$ from customer $i$ location ($t_{1,0}$ represents departure time of $V_1$ from the depot $D_1$);
- $t_{2,i}$ represents the departure time of $V_2$ from customer $i$ location ($t_{2,0}$ represents departure time of $V_2$ from the depot $D_2$).

The objective is to find two optimized vehicle tours $T_{V_1}$ and $T_{V_2}$ minimizing the total travel times, such that $T_{V_1}$ is a pickup & delivery tour through $n$ customers, and $T_{V_2}$ is a concrete delivery tour through the $n_d$ customers who have received containers. Thus, we consider the following objective function:

$$\min \sum_{i=0}^{n} \sum_{j=0}^{n} x_{i,j}c_{i,j} + \sum_{i=0}^{n} y_{i,j}c_{i,j}$$

Subject to:

$$\sum_{j=0}^{n} x_{i,j} = 1 \ \forall i \in \{D_1\} \cup N$$

$$\sum_{j=0}^{n} y_{i,j} = 1 \ \forall i \in \{D_2\} \cup N_2$$

$$\sum_{i \in N_2} y_{i,j} = 1 \ \forall j \in \{D_2\} \cup N_d$$

$$\sum_{i \in N_d} y_{i,j} = 1 \ \forall j \in \{D_2\} \cup N$$

$$x_{i,D_1} = 0 \ \forall i \in \{D_1\} \cup N$$

$$y_{i,D_2} = 0 \ \forall i \in \{D_2\} \cup N_2$$

$$y_{i,j} = 0 \ \forall i, j \in \{D_1\} \cup N_p$$

$$q_i \leq Q$$

$$q_i \geq 0$$

$$q_{D_1} = Q_{init}$$

$$x_{i,j}(q_i + d_j - q_j) = 0 \ \forall i, j \in \{D_1\} \cup N$$

$$x_{i,j}(t_{1,i} + c_{i,j} - t_{1,j}) = 0 \ \forall i, j \in \{D_1\} \cup N$$

$$y_{i,j}(t_{2,i} + c_{i,j} - t_{2,j}) = 0 \ \forall i, j \in \{D_2\} \cup N_d$$

$$t_{2,i} \geq t_{1,i} \ \forall i \in \{D_2\} \cup N$$

$$t_{1,0} = 0$$

Where:

- Constraints (2) and (3) ensure that each customer is visited exactly once by vehicle $V_1$, while constraints (4) and (5) ensure that each ‘delivery customer’ is visited exactly once by vehicle $V_2$;
- Constraints (6) and (7) relate to the fact that $V_1$ cannot visit the depot of $V_2$, while (8) ensures that $V_2$ cannot visit neither the depot of $V_1$ nor the ‘pickup customers’;
- Constraints (9) to (12) are related to vehicle capacity. If customer $i$ is visited immediately after customer $j$ ($c_{i,j} = 1$), then, the condition $q_j = q_i + d_i$ must be satisfied. Furthermore, $q_i$ must be smaller then $Q$ and greater than 0;
- Constraint (13) and (14) concern the computing of departure times of $V_1$ and $V_2$ from each customer’s location. Thus, if customer $j$ is visited by vehicle $m$ immediately after customer $i$, then $t_{m,j} = t_{m,i} + c_{i,j}$;
- Constraint (15) concern the temporal precedence between $V_1$ and $V_2$. The vehicle $V_2$ cannot arrives at a customer’s location before $V_1$. In other words, $t_{2,i} \geq t_{1,i}$.

Note that Picked up containers can be supplied to a delivery customer if necessary.
4 PROPOSED HEURISTIC

To tackle to problem described above, we propose a two-step heuristic:

1. We generate a feasible pickup & delivery tour for the vehicle \( V_1 \) \((T_{V_1})\) using the local search approach described below ;
2. Then, we build a tour for \( V_2 \) \((T_{V_2})\) taking \( T_{V_1} \) as a strong constraint.

4.1 Generating the pickup & delivery tour

The pickup & delivery problem tackled here is the one-commodity pickup & delivery traveling salesman problem. We have a single vehicle \((V_1)\) picking up or delivering a single type of commodity (empty containers). A picked up container can be supplied to another customer during a tour, and the vehicle has a maximum capacity that cannot be exceeded during a tour.

We propose a local search method which starts from an initial solution \( S \) (empty containers). A picked up container can be supplied to another customer in a tour from \( S \), where \( f(S) \) is the total travel time of \( V_1 \). The process is repeated until no improvement can be found.

4.1.1 Neighbourhood Structure. We use the 1-shift algorithm introduced in [2] to generate the neighbourhood of a given solution \( S \). This method consists in changing the position of a customer in a tour from \( i \) to \( j \). Customers who are in positions \( i + 1, i + 2, ..., j \) of the tour are then shifted backwards (see Fig. 2).

4.1.2 Feasibility Checking. For each generated solution, we ensure that capacity constraints are respected. A feasible solution is a tour in which the number of containers loaded on the vehicle \( V_1 \) never exceeds its maximum capacity \( Q \), and is never negative. Fig.2 presents an example of a feasible and an infeasible solution.

Given a feasible solution \( S \) and a 1-shift neighbouring solution \( S' \) of \( S \) obtained by shifting a customer from position \( i \) to \( j \). It can easily be shown that \( S' \) is feasible if and only if the partial tour from customer \( i \) to customer \( j \) is feasible. Indeed, to check the feasibility of a neighbouring solution, we only check the feasibility of the tour between position \( i \) and position \( j \).

4.2 Generating the mixer truck tour

Once the pickup & delivery tour for the vehicle \( V_1 \) is generated, we build a second tour for \( V_2 \) considering the first one as a strong constraint. Thus, starting from \( D_2 \), the idea is to choose, at each iteration of the procedure, the next customer to be visited. So, as it appears in Fig 3, among all customers who require a visit of \( V_2 \):

- We identify those who can be visited by \( V_2 \) after the departure of \( V_1 \).
- In other words, when \( V_2 \) is at customer \( i \) location, we calculate \( t_{2,i} + c_{i,j} \) for each customer \( j \) who requires a visit. We choose the next customer from those for whom \( t_{2,i} + c_{i,j} \geq t_{1,j} \) (temporal precedence constraint);
- Among all the customers for whom the temporal precedence constraint is respected, we choose the nearest one (in terms of travel time) from the current position of the vehicle;
- This procedure is repeated until all the customers are visited.

5 COMPUTATIONAL RESULTS

The approach described above was implemented in Java, and executed on AMD A10-7700K Radeon R7, 3.40 GHz With 8 GB RAM.

To the best of our knowledge, there is no benchmark instances for simultaneous vehicle routing problems with pickup & delivery. Therefore, we tested our algorithm on the Euclidian PDTSP instances generated by [6], which consider a single depot for each instance. The number of customers varies between 25 and 200.

We adapted the instances to fit our constraints by considering the depot and the first customer of each instance as the depots of the two vehicles considered in our problem.

Table 1 shows the average results obtained by the pickup & delivery tour and the mixer truck tour. Pickup & delivery tours are more costly because they involve more customers. In the other hand, they are more flexible since they are not subject to temporal precedence constraint, contrary to mixer truck tours. Therefore, we can hope to obtain better results when focusing on the optimization of the pickup & delivery tours.
6 CONCLUSIONS

We presented an approach to tackle a vehicle routing problem with pickup & delivery and synchronization constraint. This approach is a two-step heuristic. We start by generating a pickup & delivery tour for a first vehicle respecting vehicle capacity constraint. Then, we construct a second tour according to the first one for another vehicle, respecting temporal precedence constraint. The objective function considered is the minimization of the total travel times.

We tested our algorithms on the Euclidian PDTSP instances proposed in [6]. We adapted the instances to fit our constraints and collected the results, which were positive.

Future works will be devoted to the implementation of the ILP model proposed in this paper and the development of other approaches exploiting other types of heuristics, and including other constraints such as time windows, multiple vehicles...

Table 1: Average results on the Euclidean PDTSP instances

<table>
<thead>
<tr>
<th>Number of customers</th>
<th>Pickup &amp; delivery tour</th>
<th>Mixer truck tour</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>564.36</td>
<td>363.19</td>
</tr>
<tr>
<td>50</td>
<td>871.33</td>
<td>573</td>
</tr>
<tr>
<td>75</td>
<td>1143.1</td>
<td>779.24</td>
</tr>
<tr>
<td>100</td>
<td>1429.1</td>
<td>1001.41</td>
</tr>
<tr>
<td>150</td>
<td>2019.18</td>
<td>1613.86</td>
</tr>
<tr>
<td>200</td>
<td>2704.91</td>
<td>1813.22</td>
</tr>
</tbody>
</table>

REFERENCES


