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ABSTRACT
This work introduces ExaLogLog, a new data structure for ap-
proximate distinct counting, which has the same practical prop-
erties as the popular HyperLogLog algorithm. It is commutative,
idempotent, mergeable, reducible, has a constant-time insert op-
eration, and supports distinct counts up to the exa-scale. At the
same time, as theoretically derived and experimentally verified,
it requires 43 % less space to achieve the same estimation error.

1 INTRODUCTION
Exact counting of distinct elements in a data set or a data stream is
known to take linear space [4]. However, the space requirements
can be significantly reduced, if approximate results are sufficient.
HyperLogLog (HLL) [20] with improved small-range estimation
[18, 23, 37, 42, 49] has become the standard algorithm for approx-
imate distinct counting. It achieves a relative standard error of
1.04/√𝑚 up to distinct counts in the order of 264 ≈ 1.8 · 1019

using only 6𝑚 bits [23]. Therefore, the query languages of many
data stores (see e.g. documentation of Timescale, Redis, Oracle
Database, Snowflake, Microsoft SQL Server, Google BigQuery,
Vertica, Elasticsearch, Aerospike, Amazon Redshift, KeyDB, or
DuckDB) offer special commands for approximate distinct count-
ing that are usually based on HLL. Query optimization [22, 31],
caching [46], graph analysis [7, 35], attack detection [9, 11], net-
work volume estimation [6], or metagenomics [5, 8, 17, 28] are
further applications of HLL.

HLL is actually very simple as exemplified in Algorithm 1.
It typically consists of a densely packed array of 6-bit registers
𝑟0, 𝑟1, . . . , 𝑟𝑚−1 where the number of registers 𝑚 is a power of
2, 𝑚 = 2𝑝 [23]. The choice of the precision parameter 𝑝 allows
trading space for better estimation accuracy. Adding an element
requires calculating a 64-bit hash value. 𝑝 bits are used to choose
a register for the update. The number of leading zeros (NLZ)
of the remaining 64 − 𝑝 bits are interpreted as a geometrically
distributed update value ≥ 1 with success probability 1

2 , that
is used to update the selected register. A register always holds
the maximum of all its previous update values. Estimating the
distinct count from the register values is more challenging, but
can also be implemented using a few lines of code [18, 20]. HLL
owes its popularity to the following features allowing it to be
used in distributed systems [19]:
Speed: Element insertion is a fast and allocation-free operation
with a constant time complexity independent of the sketch size.
In particular, given the hash value of the element, the update
requires only a few CPU instructions.
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Idempotency: Further insertions of the same element will never
change the state. This is actually a natural property every algo-
rithm for distinct counting should support to prevent duplicates
from changing the result.
Mergeability: Partial results calculated over subsets can be eas-
ily merged to a final result. This is important when data is dis-
tributed, is processed in parallel, or needs to be aggregated.
Reproducibility: The result does not depend on the processing
order, which often cannot be guaranteed in practice anyway.
Reproducibility is achieved by a commutative insert operation
and a commutative and associative merge operation.
Reducibility: The state can be reduced to a smaller state corre-
sponding to a smaller precision parameter. The reduced state is
identical to that obtained by direct recording with lower precision.
This property allows adjusting the precision without affecting
the mergeability with older records.
Estimation: A fast and robust estimation algorithm ensures
nearly unbiased estimates with a relative standard error bounded
by a constant over the full range of practical distinct counts.
Simplicity: The implementation requires only a few lines of
code. The entire state can be stored in a single byte array of
fixed length which makes serialization very fast and convenient.
Furthermore, add and in-place merge operations do not require
any extra memory allocations.

Until recently HLL was the most space-efficient practical data
structure having all these desired properties. Space efficiency can
be measured in terms of the memory-variance product (MVP)
[34], which is the relative variance of the (unbiased) distinct-
count estimate �̂� multiplied by the storage size in bits

MVP := Var(�̂�/𝑛) × (storage size in bits), (1)

where 𝑛 is the true distinct count. If the MVP is asymptotically
(for sufficiently large 𝑛) a constant specific to the data structure,
it can be used for comparison as it eliminates the general inverse
dependence of the relative estimation error on the root of the
storage size (see Figure 1). Most HLL implementations use 6-bit
registers [23] to support distinct counts beyond the billion range,
resulting in a theoretical MVP of 6.48 [34]. A recent theoretical
work conjectured a general lower bound of 1.98 for the MVP of
sketches supporting mergeability and reproducibility [33], which
shows the potential for improvement.

Algorithm 1: Inserts an element with 64-bit hash value
⟨ℎ63ℎ62 . . . ℎ0⟩2 into a HyperLogLog consisting of 𝑚 = 2𝑝 (𝑝 ≥ 2)
6-bit registers 𝑟0, 𝑟1, . . . , 𝑟𝑚−1 with initial values 𝑟𝑖 = 0.
𝑖 ← ⟨ℎ63ℎ62 . . . ℎ64−𝑝 ⟩2 ⊲ extract register index
𝑎 ← ⟨ 0 . . . 0

𝑝

ℎ63−𝑝ℎ62−𝑝 . . . ℎ0⟩2 ⊲ mask register index bits

𝑘 ← nlz(𝑎) − 𝑝 + 1 ⊲ update value 𝑘 ∈ [1, 65 − 𝑝] ⊆ [1, 63]
nlz returns the number of leading zeros

𝑟𝑖 ← max(𝑟𝑖 , 𝑘) ⊲ update register
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Figure 1: The memory over the relative standard error for
different memory-variance products (MVPs) following (1).

1.1 Related Work
In the past, different approaches have been proposed to out-
perform the space efficiency of HLL. However, many of them
sacrificed at least one of the properties listed above [10, 24, 27, 34,
39, 48]. Therefore, in the following, we focus only on algorithms
that support at least mergeability, idempotency, and reproducibil-
ity, which we consider to be essential properties for practical
applications in distributed systems.

Lossless compression can significantly reduce the storage size
of HLL [16, 26, 38]. Since the compressed state prevents random
access to registers as required for insertion, bulking is needed to
realize at least amortized constant update times. The required
buffer partially cancels out the memory savings. Recent tech-
niques avoid buffering of insertions. The Apache DataSketches
library [1] provides an implementation using 4 bits per register
to store the most frequent values relative to a global offset. Out of
range values are kept separately in an associative array. Overall,
this leads to a smaller MVP but also to a more expensive insert
operation. Its runtime is proportional to the memory size in the
worst case, because all registers must be updated whenever the
global offset is increased. HyperLogLogLog (HLLL) [25] takes
this strategy to the extreme with 3-bit registers and achieves a
space saving of around 40 % at the expense of an insert operation
which, except for very large numbers, has been reported to be
on average more than an order of magnitude slower compared
to HLL [25].

Compression can also be applied to other data structures. Prob-
abilistic counting with stochastic averaging (PCSA) [21] is a
predecessor of HLL, also known as FM-sketch. Although less
space-efficient when uncompressed, its compressed state leads
to a smaller MVP than that of HLL [26, 38]. The compressed
probability counting (CPC) sketch as part of the Apache DataS-
ketches library [1] uses this finding. The serialized compressed
representation of the CPC sketch achieves a MVP of around 2.31
[2] that is already quite close to the conjectured lower bound of
1.98 [33]. However, this is achieved by a costly consolidation and
compression step, as the in-memory representation is more than
twice as large, since an amortized constant runtime of insertions
can only be achieved by bulking.

Recently, data structures have been proposed that are more
space-efficient than HLL while not giving up constant-time in-
sertions. ExtendedHyperLogLog (EHLL) [30] extends the HLL
registers from 6 to 7 bits to store not only the maximum update
value, but also whether there was an update with a value smaller
by one. This additional information can be used to obtain more
accurate estimates. In particular, the MVP is reduced by 16 % to
5.43. Inspired by this result, we analyzed, if even more additional
bits used to store the information about the occurrence of smaller

Table 1: Notations.

Symbol Description

⌊ . . .⌋ floor function, e.g. ⌊3.7⌋ = 3
⟨. . .⟩2 binary representation, e.g. ⟨110⟩2 = 6
| bitwise OR operation, e.g. ⟨1001⟩2 | ⟨1010⟩2 = ⟨1011⟩2
& bitwise AND operation, e.g. ⟨1001⟩2 & ⟨1010⟩2 = ⟨1000⟩2
nlz number of leading zeros if the argument is interpreted as unsigned 64-bit value,

e.g. nlz(⟨10110⟩2 ) = 59
𝑛 distinct count
�̂� distinct count estimate
𝑏 base, 𝑏 > 1, defines distribution of update values, compare (2)
𝑝 precision parameter
𝑚 number of registers,𝑚 = 2𝑝
𝑞 number of bits used for storing an update value
𝑑 number of additional register bits to indicate updates with smaller values
𝑡 parameter of approximated update value distribution, compare (8)
𝑟𝑖 value of 𝑖-th register, 0 ≤ 𝑖 <𝑚, 0 ≤ 𝑟𝑖 ≤ (65 − 𝑝 − 𝑡 )2𝑡+𝑑 + 2𝑑 − 1
𝜌update probability mass function of update values, see (2) and (8)
𝜌reg probability mass function of register values, see Section 3.1
𝜌token probability mass function of hash tokens, see (24)
𝑣 hash token parameter, hash token takes 𝑣 + 6 bits, see Section 4.3
L likelihood function, L = L(𝑛 |𝑟0 . . . 𝑟𝑚−1 ) , see Sections 3.2 and 4.3
Γ gamma function, Γ (𝑥 ) :=

∫ ∞
0 𝑦𝑥−1𝑒−𝑦𝑑𝑦

𝜁 Hurvitz zeta function, 𝜁 (𝑥, 𝑦) :=
∑∞
𝑢=0 (𝑢 + 𝑦)−𝑥 = 1

Γ (𝑥 )
∫ ∞
0

𝑧𝑥−1𝑒−𝑦𝑧
1−𝑒−𝑧 𝑑𝑧

𝜇 probability that the next distinct element causes a state change, see Section 3.3
expm1 expm1(𝑥 ) := 𝑒𝑥 − 1, built-in function available in most standard libraries
log1p log1p(𝑥 ) := ln(1 + 𝑥 ) , built-in function available in most standard libraries

update values could further improve the MVP [19]. The result
of our theoretical analysis led to UltraLogLog (ULL), which uses
two extra bits and achieves a MVP of 4.63, an improvement of
28 % over HLL. Our theoretical analysis also showed that further
space savings would be possible with even more additional bits if,
at the same time, success probabilities smaller than 1

2 were used
for the geometric distribution of the update values. However, as
the generation of such update values is more complicated, this
approach has not been pursued so far.

Another recent data structure, SpikeSketch [15], has chosen
a different approach and combines update values following a
geometric distribution with a success probability 3

4 and a special
lossy encoding scheme to improve space efficiency. It preserves
mergeability and idempotency and also has a constant update
time. Unfortunately, our experiments presented later could not
confirm the claimed MVP of 4.08 over the entire range of dis-
tinct counts. We found values that are significantly larger for
distinct counts below 104 caused by lossy compression and also
the stepwise smoothing.

This work focuses on distinct counting of single, possibly
distributed, data flows. Data sketches for (non-distinct) counting
[29, 36, 40] or distinct counting of multiple flows [42, 47] were
thus out of scope.

1.2 Summary of Contributions
We introduce ExaLogLog (ELL), which is based on a recently
proposed and theoretically analyzed data structure [19] that gen-
eralizes HLL, EHLL, ULL, and PCSA. However, we replace the
geometric distribution of the update values by a distribution for
which it is easier to map a 64-bit hash value to a correspond-
ing random value. When optimally configured, ELL achieves a
MVP of 3.67 as theoretically predicted and experimentally con-
firmed. Compared to HLL with 6-bit registers [23], which is still
the standard algorithm in most applications, ELL supports the
same operating range up to the exa-scale, but requires up to 43 %
less space. In contrast to compressed probability counting (CPC)
[1, 26] or HyperLogLogLog (HLLL) [25], the insert operation
takes constant time independent of the sketch size and therefore
also independent of the configured precision.
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We will show that the new update value distribution leads to
a simple maximum likelihood (ML) equation for the ELL state,
which has only a small number of terms regardless of the chosen
precision. We propose a robust and efficient algorithm based on
Newton’s method to solve this equation and, hence, to quickly
find the distinct count estimate.

Moreover, we considered martingale estimation, which is the
standard estimation algorithm, if the data is not distributed and
merging is not needed [12, 41]. For this case, the theory also pre-
dicts significant reductions of the MVP by up to 33 % compared
to HLL, which was again confirmed experimentally.

Finally, we present a strategy to realize a sparse mode for ELL
by transforming the 64-bit hash values to smaller hash tokens
which can be collected and equivalently used for insertions. We
also demonstrate how the distinct count can be directly estimated
from those hash tokens using ML estimation.

A reference implementation of ELL written in Java can be
found at https://github.com/dynatrace-research/exaloglog-paper.
This repository also contains all the source code and instructions
for reproducing the results and figures presented in this work.
Table 1 summarizes the notations used in the following.

2 DATA STRUCTURE
Recently, we have introduced and theoretically analyzed a data
structure that can be seen as generalization of HLL, EHLL and
PCSA, and that finally led us to ULL, another special case [19].
The generalized data structure consists of𝑚 = 2𝑝 registers. The
update operation uses 𝑝 bits of a uniformly distributed hash value
for selecting a register and another geometrically distributed hash
value with probability mass function (PMF)

𝜌update (𝑘) = (𝑏 − 1)𝑏−𝑘 𝑘 ≥ 1, 𝑏 > 1 (2)

for updating the selected register. Each register consists of 𝑞 + 𝑑
bits. The first 𝑞 bits store the maximum 𝑢 of all update values
the register was updated with, and the remaining 𝑑 bits indicate
the occurrences of update values from the range [𝑢 − 𝑑,𝑢 −
1]. By definition, this data structure is idempotent, as duplicate
insertions will never modify the state. Since the state may only
change for distinct insertions, it enables distinct count estimation.

2.1 Previous Theoretical Results
We have derived and presented various expressions for the MVP
of this generalized data structure [19]. If the registers are densely
stored in a bit array, the theoretical MVP for an efficient unbiased
estimator meeting the Cramér-Rao bound is

MVP ≈ (𝑞+𝑑 ) ln𝑏
𝜁

(
2,1+𝑏−𝑑

𝑏−1

) , (3)

where 𝜁 is the Hurvitz zeta function as defined in Table 1. For
ULL, as a special case with 𝑏 = 2 and 𝑑 = 2, we have shown that
this MVP can also be practically achieved using ML estimation.
We have also derived a first-order bias correction [14] that can
be applied to the ML estimate �̂�ML according to

�̂� =
�̂�ML

1 + 𝑐
𝑚

with 𝑐 := (ln𝑏)
(
1 + 2𝑏−𝑑

𝑏−1

) 𝜁

(
3,1+𝑏−𝑑

𝑏−1

)(
𝜁

(
2,1+𝑏−𝑑

𝑏−1

))2 . (4)

𝑐 is a constant dependent on the parameters. The bias correction
factor (1 + 𝑐

𝑚 )−1 approaches 1 as𝑚 →∞.
If the state size is measured in terms of the Shannon entropy,

corresponding to optimal compression of the state, a different
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Figure 2: Comparing the PMFs (2) and (8) for 𝒃 = 22
−𝒕
.

expression was obtained for the MVP

MVP ≈
(
1+𝑏−𝑑

𝑏−1

)−1
+
∫ 1

0 𝑧
𝑏−𝑑
𝑏−1 (1−𝑧) ln(1−𝑧)

𝑧 ln𝑧 𝑑𝑧

𝜁

(
2,1+𝑏−𝑑

𝑏−1

)
ln 2

. (5)

This number is also known as Fisher-Shannon (FISH) number,
for which a theoretical lower bound of 1.98 was postulated [33].

In a non-distributed setting, where merging of sketches is
not needed, martingale estimation can be used [12, 41]. This
estimation method is known to be efficient [34] and leads to a
smaller MVP than (3). The corresponding asymptotic MVP, if
again the registers are densely stored in a bit array, is given by

MVP ≈ (𝑞+𝑑 ) ln𝑏
2

(
1 + 𝑏−𝑑

𝑏−1

)
. (6)

In contrast, if the registers are optimally compressed, the MVP
would be

MVP ≈
1+

(
1+𝑏−𝑑

𝑏−1

) ∫ 1
0 𝑧

𝑏−𝑑
𝑏−1 (1−𝑧) ln(1−𝑧)

𝑧 ln𝑧 𝑑𝑧

2 ln 2 . (7)

This expression has a lower bound of 1.63 which corresponds to
the theoretical limit [34].

2.2 Approximated Update Value Distribution
Standard hash functions usually give a uniformly distributed
64-bit hash value. Getting a hash value that is geometrically
distributed according to (2) is not straightforward except for
𝑏 = 2, where the number of leading zeros (NLZ) of a uniformly
distributed hash value can be taken. For 𝑏 ≠ 2, the hash value
could be used to seed a pseudo-random number generator that
generates values according to the desired distribution. However,
this involves floating-point operations, which might be slow on
devices without floating-point units. Alternatively, hash ranges
that map to the same update value can be precomputed, which
allows finding the update value via linear or binary search.

Both approaches will be slower and not branch-free, unlike
for 𝑏 = 2. They may also introduce inaccuracies for huge dis-
tinct counts, as the probabilities of update values will always be
multiples of 2−64 when using 64-bit hashes.

Therefore, we propose to use a different update value distribu-
tion with PMF

𝜌update (𝑘) = 1
2𝑡+1+⌊ (𝑘−1)/2𝑡 ⌋ with 𝑘 ≥ 1, 𝑡 ≥ 0. (8)

This distribution approximates geometric distributions (2) with
base value 𝑏 = 22−𝑡 quite well as shown in Figure 2. The reason
is that chunks of 2𝑡 subsequent update values have always the
same total probability. In other words,

∑𝑐2𝑡+2𝑡
𝑘=𝑐2𝑡+1 𝜌update (𝑘) =

1
2𝑐+1 holds for (2) and (8) and for all 𝑐 ≥ 0.

A big advantage of (8) over (2) is that update values can be
easily and accurately generated from a 64-bit hash value using
a few CPU instructions by taking 𝑡 bits of the hash value and
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Algorithm 2: Inserts an element with 64-bit hash value
⟨ℎ63ℎ62 . . . ℎ0⟩2 into an ExaLogLog with (6 + 𝑡 + 𝑑)-bit regis-
ters 𝑟0, 𝑟1, . . . , 𝑟𝑚−1 (𝑚 = 2𝑝 ) and initial values 𝑟𝑖 = 0.
𝑖 ← ⟨ℎ𝑝+𝑡−1ℎ𝑝+𝑡−2 . . . ℎ𝑡 ⟩2 ⊲ extract register index
𝑎 ← ⟨ℎ63ℎ62 . . . ℎ𝑝+𝑡1 . . . 1

𝑝+𝑡
⟩2

𝑘 ← nlz(𝑎)2𝑡 + ⟨ℎ𝑡−1ℎ𝑡−2 . . . ℎ0⟩2 + 1 ⊲ compute update value (9),
𝑘 ∈ [1, (65 − 𝑝 − 𝑡)2𝑡 ]

𝑢 ← ⌊𝑟𝑖/2𝑑 ⌋ ⊲ get max. update value from 𝑟𝑖 , right-shift by 𝑑 bits
Δ← 𝑘 − 𝑢
if Δ > 0 then

𝑟𝑖 ← 𝑘 · 2𝑑 + ⌊(2𝑑 + (𝑟𝑖 mod 2𝑑 ))/2Δ⌋
else if Δ < 0 ∧ 𝑑 + Δ ≥ 0 then

𝑟𝑖 ← 𝑟𝑖 | 2𝑑+Δ ⊲ | denotes bitwise OR

determining the NLZ of the remaining bits according to
update value = NLZ × 2𝑡 + (value of the 𝑡 bits) + 1. (9)

Furthermore, as we will see in Section 3.2, this distribution simpli-
fies maximum likelihood estimation a lot compared to a geometric
distribution with 𝑏 ≠ 2 thanks to its power-of-two probabilities.

2.3 ExaLogLog
Our new data structure ExaLogLog (ELL) is based on the general-
ized data structure as we have recently proposed in [19] and also
briefly discussed in Section 2, however, using the approximate
distribution (8) instead of the geometric distribution (2) for the
update values. Hence, the parameter 𝑏 is replaced by 𝑡 were the
two distributions are similar for 𝑏 = 22−𝑡 . For 𝑡 = 0⇔ 𝑏 = 2 the
two distributions are even identical.

As the generalized data structure, ELL consists of 𝑚 = 2𝑝
registers. Every time an element is inserted, a 64-bit hash value is
computed of which 𝑝 bits are used to select one of the registers.
The remaining 64 − 𝑝 bits are used to generate an update value
according to (8). Each register consists of 𝑞+𝑑 bits. The first 𝑞 bits
store the maximum update value 𝑢 seen so far for that register.
The remaining 𝑑 bits memorize the occurrences of update values
in the range [𝑢 − 𝑑,𝑢 − 1].

To live up its name, ELL should, like HLL with 6-bit registers
[23], support distinct counts up to the exa-scale, which is suffi-
cient for any conceivable practical use case. As the maximum
supported distinct count is roughly given by 𝑏2𝑞 [19], 𝑞 = 6 + 𝑡
must be chosen in order to get 𝑏2𝑞 = (22−𝑡 )26+𝑡

= 264 ≈ 1.8×1019.
The update procedure for inserting an element is summarized

by Algorithm 2 and exemplified in Figure 3. It splits the hash value
into three parts. The first 64 − 𝑝 − 𝑡 bits are used to determine
the number of leading zeros (NLZ) which is therefore in the
range [0, 64− 𝑝 − 𝑡]. The next 𝑝 bits address the register, and the
remaining last 𝑡 bits, in combination with the NLZ of the first
part, determine the update value according to (9). It is possible
to use the bits in a different order. In particular, the three parts
consisting of 64−𝑝 − 𝑡 , 𝑝 , and 𝑡 bits could be permuted. However,
only if the 64−𝑝−𝑡 bits for the NLZ and the 𝑝 bits for the address
are adjacent and in this order, ELL will be reducible, as described
later in Section 4.2.

Since ELL uses 64-bit hashes, update values computed accord-
ing to (9) are limited by (64−𝑝−𝑡)2𝑡 + (2𝑡 −1) +1 = (65−𝑝−𝑡)2𝑡 .
For 𝑝 ≥ 2, all possible update values thus fit into 6 + 𝑡 bits as
(65 − 𝑝 − 𝑡)2𝑡 ≤ 63 · 2𝑡 ≤ 26+𝑡 − 1 holds in any case. Adapting
distribution (8) to incorporate the limitation of update values to
the range [1, (65 − 𝑝 − 𝑡)2𝑡 ] gives
𝜌update (𝑘) = 1

2𝜙 (𝑘 ) with 𝑘 ∈ [1, (65 − 𝑝 − 𝑡)2𝑡 ], 𝑡 ≥ 0, (10)

Figure 3: Two element insertions into an ExaLogLog sketch
with parameters 𝒑 = 2, 𝒕 = 2, 𝒅 = 6 which has 2𝒑 = 4
registers with a size of 6 + 𝒕 + 𝒅 = 14 bits.

where we introduced the function

𝜙 (𝑘) := min(𝑡 + 1 + ⌊(𝑘 − 1)/2𝑡 ⌋, 64 − 𝑝). (11)

2.4 Choice of Parameters
Under the assumption that the formulas for the MVP presented
in Section 2.1 are still a good approximation after the exchange
of the update value distribution, we can use them to search for
parameters that lead to a good space efficiency. As our experi-
mental results will show later, the predicted MVPs are indeed
very accurate despite the deviation from a geometric distribution
which eventually justifies the made assumption.

We evaluated the MVPs given in Section 2.1 with 𝑞 = 6+ 𝑡 and
𝑏 = 22−𝑡 for 𝑡 ∈ {0, 1, 2, 3} and 𝑑 ≥ 0. Figure 4 shows the MVP
according to (3) for an unbiased and efficient estimator. Figure 5
shows the MVP given by (6) when using the martingale estimator
that can only be used for non-distributed setups. Figures 6 and 7
show the corresponding MVPs when the registers are assumed
to be optimally compressed as given by (5) and (7).

These figures allow identifying useful configurations. The
optimal setting in Figure 4 is 𝑡 = 2 and 𝑑 = 20, resulting in a total
register size of 𝑞 + 𝑑 = 6 + 𝑡 + 𝑑 = 28 bits and a theoretical MVP
of 3.67 which is 43 % less than that of HLL with 6-bit registers.
Since two registers can be packed into exactly 7 bytes, register
access is not too complicated.

An interesting configuration is also 𝑡 = 2 and 𝑑 = 24 despite
the larger theoretical MVP with a value of 3.78. The registers
with a size of 32 bits allow very fast register access when stored
in a 32-bit integer array. The 32-bit register alignment makes
this configuration even convenient for concurrent updates us-
ing compare-and-swap instructions available on modern central
processing units (CPUs). Furthermore, as Figures 6 and 7 indi-
cate, this configuration is probably more efficient than 𝑑 = 20 or
𝑑 = 16 when using compression.

When setting 𝑡 = 1, the choice 𝑑 = 9 with a MVP of 3.90 is
also worth mentioning. Although less space-efficient than the
mentioned configurations with 𝑡 = 2, this setting also results in
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efficient unbiased estimator. Arrows indicate minima.
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when
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byte-aligned registers, as their size is exactly 16 bits. Variants
with 𝑡 ≥ 3 lead to larger MVPs than for 𝑑 = 2. However, as they
also lead to large 𝑑 and therefore to quite large register sizes, we
do not consider them to be useful in practice.

In the case of martingale estimation, which can be used for
non-distributed setups, the optimum is achieved for 𝑡 = 2 and
𝑑 = 16 (cf. Figure 5), which leads to a MVP of 2.77, which is 33 %
below that of HLL with 6-bit registers. As the register size is 24
bits and therefore fits exactly into 3 bytes, register access is also
relatively simple.

As the theoretical MVPs only depend on 𝑡 and 𝑑 , we will use
the notation ELL(𝑡 , 𝑑) to describe a specific class of ELL sketches
with equal MVP. The third parameter, the precision parameter 𝑝 ,
controls the trade-off between space and estimation error.

2.5 Relationship to Other Data Structures
In Section 2.3 we already mentioned that ELL with 𝑡 = 0 is
the same as the generalized data structure with 𝑏 = 2 we have
recently proposed [19]. As this data structure is in turn a gen-
eralization of HLL with 𝑑 = 0, EHLL with 𝑑 = 1, and ULL with
𝑑 = 2 [19], these therefore correspond to ELL(0, 0), ELL(0, 1),
and ELL(0, 2), respectively. There is also a direct relationship to
PCSA [21] and CPC [1, 26], as ELL(0, 64) stores exactly the same
information, albeit encoded differently. In addition, HyperMin-
Hash [51] corresponds to ELL(𝑡 , 0), whose registers only store
the maxima of update values. HyperMinHash uses an update
value distribution equivalent to (8) but defines the ordering of
register and update values differently.

3 STATISTICAL INFERENCE
To simplify the statistical model, we use the common Poisson
approximation [18, 20, 45] that the number of inserted distinct el-
ements is not fixed, but follows a Poisson distribution with mean
𝑛. Consequently, since the updates are evenly distributed over
all𝑚 registers, the number of updates with value 𝑘 per register
is again Poisson distributed with mean 𝑛

𝑚 𝜌update (𝑘) when using
𝜌update defined in (10). The probability that a register was updated
with value 𝑘 at least once, denoted by event 𝐴𝑘 , is therefore

Pr(𝐴𝑘 ) = 1 − 𝑒− 𝑛
𝑚
𝜌update (𝑘 ) . (12)

The probability that 𝑢 ∈ [1, (65 − 𝑝 − 𝑡)2𝑡 ] was the largest
update value, which implies that there were no updates with
values greater than 𝑢, is given by

Pr(𝐴𝑢 ∧
∧(65−𝑝−𝑡 )2𝑡

𝑘=𝑢+1 𝐴𝑘 ) = Pr(𝐴𝑢 )
∏(65−𝑝−𝑡 )2𝑡

𝑘=𝑢+1 (1−Pr(𝐴𝑘 ))
=
(
1 − 𝑒− 𝑛

𝑚
𝜌update (𝑢 )

)
exp

(
− 𝑛
𝑚

∑(65−𝑝−𝑡 )2𝑡
𝑘=𝑢+1 𝜌update (𝑘)

)
=
(
1 − 𝑒− 𝑛

𝑚
𝜌update (𝑢 )

)
𝑒−

𝑛
𝑚
𝜔 (𝑢 ) , (13)

where 𝜔 is defined as (see Lemma B.1)

𝜔 (𝑢) :=
∑(65−𝑝−𝑡 )2𝑡
𝑘=𝑢+1 𝜌update (𝑘) = 2𝑡 (1−𝑡+𝜙 (𝑢 ) )−𝑢

2𝜙 (𝑢) . (14)

3.1 Probability Mass Function for Registers
As described in Section 2, a register stores the maximum update
value 𝑢 and also if there were updates with values in the range
[𝑢 − 𝑑,𝑢 − 1]. Multiplying the probability (13) that 𝑢 was the
maximum update value with Pr(𝐴𝑘 ) or (1 − Pr(𝐴𝑘 )) (compare
(12)) for all 𝑘 ∈ [𝑢 − 𝑑,𝑢 − 1] dependent on whether an update
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Algorithm 3: Computation of the coefficients of log-likelihood func-
tion (15) for an ExaLogLog sketch with registers 𝑟0, 𝑟1, . . . , 𝑟𝑚−1.
𝛼 ′ ← 0 ⊲ 𝛼 ′ = 𝛼 · 264−𝑝 is an integer
(𝛽𝑡+1, 𝛽𝑡+2, . . . , 𝛽64−𝑝 ) ← (0, 0, . . . , 0)
for 𝑖 ← 0 to𝑚 − 1 do ⊲ iterate over all𝑚 registers

𝑢 ← ⌊𝑟𝑖/2𝑑 ⌋ ⊲ get max. update value from 𝑟𝑖 , right-shift by 𝑑 bits
𝛼 ′ ← 𝛼 ′ + 264−𝑝𝜔 (𝑢) ⊲ see (14) for a definition of function 𝜔

if 𝑢 ≥ 1 then
𝑗 ← 𝜙 (𝑢) ⊲ see (11) for a definition of function 𝜙

𝛽 𝑗 ← 𝛽 𝑗 + 1
if 𝑢 ≥ 2 then

for 𝑘 ← max(1, 𝑢 − 𝑑) to 𝑢 − 1 do
𝑗 ← 𝜙 (𝑘)
if (𝑟𝑖 & 2𝑑−𝑢+𝑘 ) = 0 then ⊲ & denotes bitwise AND

𝛼 ′ ← 𝛼 ′ + 264−𝑝− 𝑗
else

𝛽 𝑗 ← 𝛽 𝑗 + 1

𝛼 ← 𝛼 ′/264−𝑝

with value 𝑘 has occurred or not, gives the probability mass
function (PMF) for a single register 𝑟 :
Case 𝒓 = 0:

𝜌reg (𝑟 |𝑛) = 𝑒−
𝑛
𝑚
𝜔 (0) = 𝑒−

𝑛
𝑚 .

Case 𝒓 = 𝒖2𝒅 + ⟨𝒍1 . . . 𝒍𝒖−1⟩22𝒅+1−𝒖 with 1 ≤ 𝒖 ≤ 𝒅:

𝜌reg (𝑟 |𝑛) = (1 − 𝑒−
𝑛
𝑚
𝜌update (𝑢 ) )𝑒− 𝑛

𝑚
𝜔 (𝑢 ) ·

·∏𝑢−1
𝑗=1 (1 − 𝑒−

𝑛
𝑚
𝜌update (𝑢− 𝑗 ) )𝑙 𝑗 (𝑒− 𝑛

𝑚
𝜌update (𝑢− 𝑗 ) )1−𝑙 𝑗 .

Case 𝒓 = 𝒖2𝒅 + ⟨𝒍1 . . . 𝒍𝒅⟩2 with 𝒅 + 1 ≤ 𝒖 ≤ (65 − 𝒑 − 𝒕)2𝒕 :

𝜌reg (𝑟 |𝑛) = (1 − 𝑒−
𝑛
𝑚
𝜌update (𝑢 ) )𝑒− 𝑛

𝑚
𝜔 (𝑢 ) ·

·∏𝑑
𝑗=1 (1 − 𝑒−

𝑛
𝑚
𝜌update (𝑢− 𝑗 ) )𝑙 𝑗 (𝑒− 𝑛

𝑚
𝜌update (𝑢− 𝑗 ) )1−𝑙 𝑗 .

3.2 Maximum-Likelihood Estimation
Since the registers are independent due to the Poisson approxima-
tion, the log-likelihood function for register states 𝑟0, 𝑟1, . . . , 𝑟𝑚−1
can be written as

lnL = lnL(𝑛 |𝑟0, . . . , 𝑟𝑚−1) =
∑𝑚−1
𝑖=0 ln 𝜌reg (𝑟𝑖 |𝑛).

According to (10), 𝜌update is always a power of two from the
set { 1

2𝑡+1 ,
1

2𝑡+2 , . . . ,
1

264−𝑝 }. Therefore, the log-likelihood function
always has the shape

lnL = − 𝑛
𝑚𝛼 +∑64−𝑝

𝑢=𝑡+1 𝛽𝑢 ln(1 − 𝑒− 𝑛
𝑚2𝑢 ), (15)

where the sum has at most 64 − 𝑝 − 𝑡 nonzero terms. The coeffi-
cients 𝛼 and 𝛽𝑢 depend just on the register states 𝑟0, 𝑟1, . . . , 𝑟𝑚−1
and can be computed according to Algorithm 3. Since 𝑗 is the
result of 𝜙 (𝑘) (10), it is bounded by 64 − 𝑝 and all contributions
to 𝛼 are integer multiples of 1

264−𝑝 . Therefore, the summation can
be performed with integer arithmetic only, if 𝛼 ′ = 𝛼 · 264−𝑝 is
computed instead.

In the following we consider the case where 𝛼 and at least one
of the coefficients 𝛽𝑢 are positive. 𝛽𝑢 all zero requires all registers
to be in the initial state leading to a ML estimate of zero. 𝛼 = 0
can only occur, if all registers are saturated. In this case, which
only occurs with a noteworthy probability for distinct counts
that are entirely unrealistic, the ML estimate would be infinite.
When introducing

𝑥 := exp
(

𝑛
𝑚2𝑢max

) − 1, (16)
𝑢min := min𝑡+1≤𝑢≤64−𝑝 {𝑢 | 𝛽𝑢 > 0},

𝑢max := max𝑡+1≤𝑢≤64−𝑝 {𝑢 | 𝛽𝑢 > 0},
𝜑 (𝑥) := 𝛽𝑢max +

∑𝑢max−𝑢min
𝑗=1 𝛽𝑢max− 𝑗

∏𝑗−1
𝑙=0

2
(1+𝑥 )2𝑙 +1 , (17)

the ML equation can be equivalently written as 𝑓 (𝑥) = 0 where
𝑓 is defined as

𝑓 (𝑥) := −𝑥 (1 + 𝑥) 𝜕
𝜕𝑥 lnL

= 𝛼2𝑢max𝑥 −∑𝑢max−𝑢min
𝑗=0

𝛽𝑢max− 𝑗 2𝑗𝑥
(1+𝑥 )2𝑗 −1

= 𝛼2𝑢max𝑥 − 𝜑 (𝑥) . (18)

This function is strictly increasing and concave for 𝑥 ≥ 0 as
shown in Lemma B.2. As a result, it has a well-defined root,
because 𝑓 (0) = −∑𝑢max

𝑗=𝑢min
𝛽 𝑗 < 0 and 𝑓 (∞) → ∞ > 0. If 𝑥

denotes the root of 𝑓 , hence 𝑓 (𝑥) = 0, the ML estimate �̂�ML is
given according to (16) by

�̂�ML =𝑚2𝑢max ln(1 + 𝑥). (19)

As an optional last step, the ML estimate can be corrected accord-
ing to (4) with 𝑏 = 22−𝑡 to reduce the bias.

The evaluation of 𝑓 is cheap, because the number of terms is
limited by𝑢max−𝑢min +1 ≤ 64−𝑝 − 𝑡 . Moreover, as all occurring
exponents are powers of two, they can be computed recursively
by squaring using simple multiplications. As the denominator in
(17) is always greater than or equal to 2, the evaluation is also
numerically safe. To reduce the numerical error, we can replace
the denominator by 2 + 𝑦𝑙 with

𝑦𝑙 := (1 + 𝑥)2𝑙 − 1 ≥ 0 (20)

and use the recursion

𝑦𝑙+1 = 𝑦𝑙 · (2 + 𝑦𝑙 ) . (21)

The product appearing in (17)

𝜆 𝑗 :=
∏𝑗−1

𝑙=0
2

(1+𝑥 )2𝑙 +1
can then be also computed recursively following

𝜆 𝑗+1 = 𝜆 𝑗
2

2+𝑦 𝑗
. (22)

The simplicity of the ML equation is a result of distribution (8).
For comparison, geometrically distributed update values follow-
ing (2) would have led to significantly more terms. In addition,
the computations of the resulting power expressions with real
exponents would have been much more expensive. Appendix A
describes a robust and fast-converging algorithm for finding the
root of the ML equation.

3.3 Martingale Estimation
A simple, efficient, and unbiased way to estimate the distinct
count is to start from zero and increment the estimate, whenever
the state of the sketch is modified, according to the inverse of the
probability that such a modification occurs with the insertion of
any unseen element. This online approach is known as martin-
gale or historic inverse probability (HIP) estimation [12, 41] and
even leads to smaller estimation errors as already mentioned in
Sections 2.1 and 2.4. However, martingale estimation is limited to
cases where the data is not distributed and merging of sketches
is not needed.

In addition to the estimate, the martingale estimator also keeps
track of the current state change probability 𝜇. Initially, 𝜇 = 1
as the first update will certainly change the state. Whenever a
register is modified, the probability of state changes for further
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Algorithm 4: Incrementally updates the martingale estimate
�̂�martingale and the state change probability 𝜇 whenever a register
is altered from 𝑟 to 𝑟 ′ (𝑟 < 𝑟 ′). Initially, �̂�martingale = 0 and 𝜇 = 1.

�̂�martingale ← �̂�martingale + 1
𝜇 ⊲ update estimate

𝜇 ← 𝜇 − (ℎ(𝑟 ) − ℎ(𝑟 ′)) ⊲ update state change probability,
ℎ(𝑟 ) > ℎ(𝑟 ′), compare (23)

Algorithm 5: Merges two corresponding registers 𝑟 and 𝑟 ′ of Exa-
LogLog sketches with identical parameters 𝑡 , 𝑑 , and 𝑝 .
function MergeRegister(𝑟 , 𝑟 ′, 𝑑)

𝑢 ← ⌊𝑟/2𝑑 ⌋ ⊲ get max. update value from 𝑟 , right-shift by 𝑑 bits
𝑢′ ← ⌊𝑟 ′/2𝑑 ⌋ ⊲ get max. update value from 𝑟 ′, right-shift by 𝑑 bits
if 𝑢 > 𝑢′ ∧ 𝑢′ > 0 then

return 𝑟 | ⌊(2𝑑 + (𝑟 ′ mod 2𝑑 ))/2𝑢−𝑢′ ⌋ ⊲ | denotes bitwise OR
else if 𝑢′ > 𝑢 ∧ 𝑢 > 0 then

return 𝑟 ′ | ⌊(2𝑑 + (𝑟 mod 2𝑑 ))/2𝑢′−𝑢⌋
else

return 𝑟 | 𝑟 ′

elements decreases. The probability, that a new unseen element
changes the ELL state, is given by

𝜇 (𝑟0, . . . , 𝑟𝑚−1) =
∑𝑚−1
𝑖=0 ℎ(𝑟𝑖 ). (23)

ℎ(𝑟𝑖 ) is the probability that register 𝑟𝑖 is changed with the next
new element. The function ℎ is strictly monotonically decreasing
and defined for a register value 𝑟 = 𝑢2𝑑 + ⟨𝑙1 . . . 𝑙𝑑 ⟩2 as

ℎ(𝑟 ) = 1
𝑚 (𝜔 (𝑢) +

∑𝑢−1
𝑘=max(1,𝑢−𝑑 ) (1 − 𝑙𝑢−𝑘 ) · 𝜌update (𝑘))

when using 𝜔 from (14) and 𝜌update from (10).
The martingale estimator is incremented with every state

change by 1
𝜇 prior the update as demonstrated by Algorithm 4.

𝜇 itself can also be incrementally adjusted, such that the whole
update takes constant time. The martingale estimator is unbiased
and optimal, if mergeability is not needed [34].

4 PRACTICAL IMPLEMENTATION
Like other probabilistic data structures such as HLL, ELL also
relies on high-quality 64-bit hash values for the elements. Known
good hash functions are WyHash [50], Komihash [44], or Poly-
murHash [32]. Insert operations according to Algorithm 2 obvi-
ously take constant time and are very fast, because all statements
can be translated into inexpensive CPU instructions. Expressions
of kind ⌊𝑥/2𝑦⌋ can be realized by a right-shift operation by 𝑦
bits, and 𝑥 mod 2𝑦 is the same as masking the lower 𝑦 bits. Fur-
thermore, specific instructions exist on modern CPUs to obtain
the number of leading zeros (NLZ).

4.1 Mergeability
If two ELL data structures are equally configured, thus they have
equal 𝑝 , 𝑡 , and 𝑑 values, they can be easily merged by pairwise
merging of individual registers. A register stores the maximum
update value 𝑢 in its upper 6 + 𝑡 and the occurrences of update
values in the range [𝑢 − 𝑑,𝑢 − 1] in its lower 𝑑 bits (compare
Figure 3). Since the merged state is the result of the union of
all updates, the merged register must finally store the common
maximum update value, and the𝑑 bits must indicate the combined
occurrences of the next 𝑑 smaller update values relative to this
common maximum. Algorithm 5 demonstrates how efficient
register merging can be realized using bitwise operations. The
result of the merge operation is equivalent to inserting the union
of all individual original elements, previously inserted into one

Algorithm 6: Reduces an ExaLogLog (ELL) sketch with registers
𝑟0, 𝑟1, . . . , 𝑟𝑚−1 and parameters 𝑡 , 𝑑 , 𝑝 to an ELL sketch with registers
𝑟 ′0, 𝑟
′
1, . . . , 𝑟

′
𝑚′−1 and parameters 𝑡 , 𝑑′, 𝑝′, where 𝑚 = 2𝑝 , 𝑚′ = 2𝑝′ ,

𝑑 ≥ 𝑑′ ≥ 0, and 𝑝 ≥ 𝑝′ ≥ 0.
𝑎 ← (64 − 𝑡 − 𝑝) · 2𝑡 + 1
for 𝑖 ← 0 to𝑚′ − 1 do

𝑟 ′ ← 0
for 𝑗 ← 0 to 2𝑝−𝑝′ − 1 do

𝑟 ← ⌊𝑟𝑖+𝑗 ·𝑚′/2𝑑−𝑑 ′ ⌋ ⊲ right-shift by 𝑑 − 𝑑′ bits
𝑢 ← ⌊𝑟/2𝑑 ′ ⌋ ⊲ right-shift by 𝑑′ bits
if 𝑢 ≥ 𝑎 then ⊲ satisfied if NLZ was 64 − 𝑡 − 𝑝 in (9) for 𝑢

⊲ 𝑟 must be adapted, if 𝑢 was different at precision 𝑝′
𝑠 ← ((𝑝 − 𝑝′) − (64− nlz( 𝑗))) · 2𝑡 ⊲ assuming 𝑗 has 64 bits

⇒ nlz( 𝑗) ∈ [0, 64]
if 𝑠 > 0 then

𝑣 ← 𝑑′ + 𝑎 − 𝑢
if 𝑣 > 0 then 𝑟 ← ⌊𝑟/2𝑣⌋ · 2𝑣 + ⌊(𝑟 mod 2𝑣)/2𝑠 ⌋
𝑟 ← 𝑟 + 𝑠 · 2𝑑 ′

𝑟 ′ ← MergeRegister(𝑟 , 𝑟 ′, 𝑑′) ⊲ see Algorithm 5
𝑟 ′
𝑖
← 𝑟 ′

of the two data structures, directly into an empty data structure
using Algorithm 2.

ELL sketches are also mergeable if not all the parameters are
equal as long as the sketches share the same 𝑡-parameter. If
the sketch parameters are (𝑡, 𝑑, 𝑝) and (𝑡, 𝑑′, 𝑝′), respectively,
they both can be reduced to an ELL sketch with parameters
(𝑡,min(𝑑, 𝑑′),min(𝑝, 𝑝′)) first. This is useful for migration sce-
narios, if the precision 𝑝 or parameter 𝑑 must be changed while
mergeability with older records should be preserved.

4.2 Reducibility
The reduction of the 𝑑-parameter is straightforward. Decrement-
ing it from 𝑑 to 𝑑′ with 𝑑 ≥ 𝑑′ only requires right-shifting all
registers by 𝑑 − 𝑑′ bits. The reduction of the precision from 𝑝

to 𝑝′ is more complex, as 2𝑝−𝑝′ registers need to be combined
into one. However, due to the way in which the hash bits are
consumed in Algorithm 2, this is also possible in a lossless way,
meaning that the result is the same as if all elements would be
recorded directly using a sketch with the reduced parameters, as
demonstrated by Algorithm 6.

4.3 Sparse Mode
ExaLogLog uses a fixed array of registers, which guarantees
constant-time insertions. However, if space efficiency is more im-
portant, allocating that array from the beginning does not make
sense if keeping the raw input data takes less space. Therefore,
many data sketches start with a sparse mode with a linearly scal-
ing memory footprint and only switch to the dense representation
at the break-even point.

For ELL, a sparse representation could be realized by just
storing the 64-bit input hash values in a list. To save space, we
can reduce those hash values to (𝑣 + 6)-bit values, which we call
hash tokens, by keeping only information needed for insertions
into ELL sketches with 𝑝 + 𝑡 ≤ 𝑣 . A hash token stores the least
significant 𝑣 bits of the original hash value and, in addition, the
NLZ of the remaining (64 − 𝑣) most significant bits of the hash
value. If 𝑣 ≥ 1 the NLZ fits into 6 bits and a 64-bit hash value
⟨ℎ63ℎ62 . . . ℎ0⟩2 can be mapped to a (𝑣 + 6)-bit hash token 𝑤
according to

𝑤 = ⟨ℎ𝑣−1 . . . ℎ0000000⟩2 + nlz(⟨ℎ63ℎ62 . . . ℎ𝑣11 . . . 1
𝑣

⟩2) .
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Algorithm 7: Computation of the coefficients for the log-likelihood
function (26) from a set 𝑇 of distinct (𝑣 + 6)-bit hash tokens.
𝛼 ′ ← 264 ⊲ start from 0 when using an unsigned 64-bit integer
(𝛽𝑣+1, 𝛽𝑡+2, . . . , 𝛽64) ← (0, 0, . . . , 0)
for𝑤 ∈ 𝑇 do ⊲ iterate over all collected distinct tokens

𝑗 ← min(𝑣 + 1 + (𝑤 mod 64), 64)
𝛽 𝑗 ← 𝛽 𝑗 + 1
𝛼 ′ ← 𝛼 ′ − 264− 𝑗

𝛼 ← 𝛼 ′/264;

While in sparse mode, it is sufficient to keep only distinct hash
tokens. When switching to dense mode, the hash tokens can be
transformed back to representative 64-bit hash values following

⟨ℎ′63ℎ
′
62 . . . ℎ

′
0⟩2 = 264−⟨𝑠5𝑠4𝑠3𝑠2𝑠1𝑠0 ⟩2 − 2𝑣 + ⟨𝑠𝑣+5𝑠𝑣+4 . . . 𝑠6⟩2

where ⟨𝑠𝑣+5𝑠𝑣+4 . . . 𝑠0⟩2 is the binary representation of the token.
The reconstructed hash values can be equivalently used for the
insertion using Algorithm 2 as the original hash value.

It is also possible, to estimate the distinct count directly from
a given set of distinct hash tokens 𝑇 . Since the first 𝑣 bits are
uniformly distributed and the NLZ, stored in the remaining 6 bits,
are distributed according to a truncated geometric distribution
with maximum value 64− 𝑣 , the probability mass function (PMF)
of hash tokens is given by

𝜌token (𝑤) =
{

1
2min(𝑣+1+(𝑤 mod 64),64) 𝑤 mod 64 ≤ 64 − 𝑣,
0 else,

(24)

with 𝑤 ∈ [0, 2𝑣+6) and 𝑣 ≥ 1. As for any PMF, summing up the
probabilities for all possible values yields 1∑2𝑣+6−1

𝑤=0 𝜌token (𝑤) = 1. (25)
As in Section 3, we use again the Poisson approximation, which

allows to write the probability that some hash token 𝑤 is in the
set of collected hash tokens 𝑇 as Pr(𝑤 ∈ 𝑇 ) = 1 − 𝑒−𝑛𝜌token (𝑤 ) .
Therefore, the log-likelihood function is
lnL = lnL(𝑛 |𝑇 )

=
∑

𝑤∉𝑇 ln(𝑒−𝑛𝜌token (𝑤 ) ) +∑𝑤∈𝑇 ln(1 − 𝑒−𝑛𝜌token (𝑤 ) )
= −𝑛∑𝑤∉𝑇 𝜌token (𝑤) +

∑
𝑤∈𝑇 ln(1 − 𝑒−𝑛𝜌token (𝑤 ) )

= −𝑛(1 −∑𝑤∈𝑇 𝜌token (𝑤)) +
∑

𝑤∈𝑇 ln(1 − 𝑒−𝑛𝜌token (𝑤 ) )
= −𝑛𝛼 +∑64

𝑢=𝑣+1 𝛽𝑢 ln(1 − 𝑒− 𝑛
2𝑢 ) (26)

where we used (25). The coefficients 𝛼 and 𝛽𝑢 can be obtained
using Algorithm 7. The log-likelihood function (26) has the same
shape as that for the ELL registers (15) when setting 𝑚 = 1 ⇔
𝑝 = 0 and 𝑡 = 𝑣 . Therefore, the ML estimate can be found again
with the same root-finding algorithm described in Appendix A.

5 EXPERIMENTS
We provide a Java reference implementation of ExaLogLog
(ELL) together with instructions and source code to repro-
duce all the presented results and figures at https://github.
com/dynatrace-research/exaloglog-paper. The repository also
includes numerous unit tests that cover 100 % of the code. In
particular, merging of ELL sketches based on Algorithm 5 was
tested by creating many pairs of random ELL sketches for which
we compared the merged ELL sketch with a sketch into which
the unified stream of elements was inserted. Similarly, Algo-
rithm 6 was tested by inserting the identical elements into two
ELL sketches with different configurations and checking whether
the state was the same after reduction to the same parameters.

5.1 Estimation Error
We need to verify that the estimation error of ELL really matches
the theoretically predicted error, despite modeling (8) by (2) and
the number of distinct element insertions by a Poisson distri-
bution. According to (1) we would expect a root-mean-square
error (RMSE) error of

√︁
MVP/((𝑞 + 𝑑)𝑚) with 𝑞 = 6+ 𝑡 , 𝑏 = 22−𝑡 ,

and the MVP either given by (3) or (6), depending on whether
the ML or the martingale estimator is used.

An accurate evaluation of the error requires thousands of esti-
mates of different data sets with identical true distinct count 𝑛.
It is infeasible to use real data sets, if we want to repeat that for
many different and also large𝑛. Therefore, we use a more efficient
approach [19]. Extensive empirical tests [43] have shown that
the output of modern hash functions such as WyHash [50], Komi-
hash [44], or PolymurHash [32] can be considered like uniform
random values. Otherwise, field-tested probabilistic data struc-
tures like HLL would not work. This fact allows us to perform
the experiments without real or artificially generated data.

Insertion of a new element can be simulated by simply generat-
ing a 64-bit random value to be used directly as the hash value of
the inserted element in Algorithm 2. Duplicate insertions of the
same element can be ignored as they cannot change the state of
ELL by definition. Processing a random data set with true distinct
count 𝑛 is thus equivalent to using 𝑛 random values instead. Ac-
cidental collisions of random values can be ignored because they
occur with the same probability as hash collisions for real data.
To simulate the estimation error for a predefined distinct count
value 𝑛, the estimate is computed after updating the ELL sketch
using Algorithm 2 with 𝑛 random values and finally compared
against the true distinct count 𝑛. By repeating this process with
many different random sequences, in our experiments 100 000,
the bias and the RMSE can be empirically determined.

As this approach becomes computationally infeasible for dis-
tinct counts beyond 1 million, we switch to a different strat-
egy [19]. After the first million insertions, for which a random
value was generated each time, we just generate the waiting
time (the number of distinct count increments) until a register is
processed with a certain update value the next time. The proba-
bility that a register is updated with any possible update value
𝑘 ∈ [1, (65 − 𝑝 − 𝑡)2𝑡 ] is given by 𝜌update (𝑘)/𝑚 with 𝜌update (𝑘)
from (10). Therefore, the number of distinct count increments
until a register is updated with a specific value 𝑘 the next time is
geometrically distributed with corresponding success probability.
In this way, we determine the next update time for each regis-
ter and for each possible update value. Since the same update
value can only modify a register once, we do not need to consider
further updates which might occur with the same value for the
same register. Knowing these𝑚× ((65−𝑝 − 𝑡)2𝑡 ) distinct counts
leading to possible state changes in advance, enables us to make
large distinct count increments, resulting in a huge speedup. This
eventually allowed us to simulate the estimation error for dis-
tinct counts up to values of 1021 and also to test the presented
estimators up to the exa-scale.

Figure 8 shows the empirical relative bias and RMSE together
with the theoretical RMSE given by

√︁
MVP/((𝑞 + 𝑑)𝑚) for the

ML and the martingale estimator for configurations (𝑡, 𝑑) ∈
{(1, 9), (2, 16), (2, 20), (2, 24)} and precisions 𝑝 ∈ {4, 6, 8, 10}. For
intermediate distinct counts, perfect agreement with theory is
observed. For small distinct counts the estimation error is even
much smaller. Interestingly, the estimation error also decreases
slightly at the end of the operating range, which is in the order
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Figure 9: The relative bias and the RMSE when estimating
the distinct count from a set of collected distinct hash
tokens with different sizes.

of 264 ≈ 1.9 × 1019 and thus lies in the exa-scale range. The
estimators are essentially unbiased. The tiny bias which appears
for small 𝑝 for the ML estimator can be ignored in practice as it
is much smaller than the theoretical RMSE.

We also verified estimation from sets of hash tokens as pro-
posed in Section 4.3. Again, we performed 100 000 simulation
runs, where we simulated 64-bit hash values by taking 64-bit
random values and transforming them into corresponding hash
tokens using different parameters 𝑣 ∈ {6, 8, 10, 12, 18, 26}. We con-
sidered distinct counts up to 105, which is typically far beyond the
break-even point where a transition to the dense representation
takes place. As shown in Figure 9, the estimates are unbiased, and
the relative estimation error is slightly smaller than the estima-
tion error of an ELL sketch for which 𝑝 + 𝑡 = 𝑣 . The reason is that

the set of hash tokens contains information that is equivalent
to an ELL sketch with 𝑑 → ∞. From a practical perspective, a
hash token size of 4 bytes (𝑣 = 26) is particularly interesting,
because it is big enough to support any practical ELL configura-
tions. Furthermore, as the tokens can be stored in a plain 32-bit
integer array, off-the-shelve sorting algorithms can be used for
deduplication.

5.2 Space Efficiency Comparison
Our experiments have shown that the estimation error matches
the theoretical predicted estimation error. Since the space re-
quirement of ELL is constant (𝑞 + 𝑑)𝑚 bits, the theoretically
predicted MVP, as discussed in Section 2.4, can be achieved if
memory overhead for the Java object or auxiliary fields can be
ignored. However, for a fairer comparison with other practical
algorithms, we considered the empirical MVP based on the total
space allocated by the whole data structure.

We performed 1 million simulation runs. In each cycle, the
distinct count was estimated and the allocated amount of memory
as well as the serialization size were measured after adding up
to 106 distinct random elements. This allowed us to compute the
RMSE and, together with the average space requirements, the
empirical MVPs according to (1).

Table 2 compares our ELL reference implementation to other
state-of-the-art algorithms. All algorithms were configured to
give roughly 2 % estimation error. Since the reference implemen-
tation of SpikeSketch [15] is not very space-efficient and also
does not support serialization, we used the size of the plain regis-
ter array without any additional overheads as lower bound size
estimates. For algorithms that allocate variable space, such as
HLL with 4-bit registers, CPC, or HLLL, the standard deviation
of the size is also shown.

The serialization size is always smaller than the in-memory
size to which object overhead or auxiliary fields such as buffers
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Table 2: Comparison of mergeable approximate distinct counting algorithms when estimating the distinct count after
inserting 𝒏 = 106 distinct elements. The parameters were chosen to obtain roughly 2% root-mean-square error (RMSE).
The actual RMSE was empirically determined from 1 million simulation runs. The memory-variance product (MVP) is
estimated as MVP = (average memory/serialization size in bits) × (RMSE)2 and is a fair measure of the space efficiency.
The table is sorted by the in-memory MVP.

Size in bytes MVP (space efficiency) Constant-time
insert operationAlgorithm References Source code (https://github.com/...) RMSE memory serialized memory serialized

HyperLogLog (HLL, 8-bit registers, 𝑝 = 11) [1] apache/datasketches-java 2.29 % 2296 2088 9.66 8.78 ✓
HyperLogLog (HLL, 6-bit registers, 𝑝 = 11) [1, 23] apache/datasketches-java 2.29 % 1792 1577 7.54 6.63 ✓
HyperLogLog (HLL, ML estimator, 𝑝 = 11) [18] dynatrace-oss/hash4j 2.29 % 1576 1536 6.63 6.46 ✓
HyperLogLog (HLL, 4-bit registers, 𝑝 = 11) [1] apache/datasketches-java 2.29 % 1331±56 1067±4 5.60 4.49 –
Compressed probability counting (CPC, 𝑝 = 10) [1, 26] apache/datasketches-java 2.16 % 1416±34 656±11 5.30 2.46∗ –
UltraLogLog (ULL, ML estimator, 𝑝 = 10) [19] dynatrace-oss/hash4j 2.38 % 1056 1024 4.78 4.64 ✓
HyperLogLogLog (HLLL, 𝑝 = 11) [25] mkarppa/hyperlogloglog 2.30 % 1100±13 898±16 4.64 3.79 –
SpikeSketch (128 buckets) [15] duyang92/SpikeSketch 2.26 %∗∗ ≥ 1024∗∗∗ ≥ 1024∗∗∗ ≥ 4.19∗∗∗ ≥ 4.19∗∗∗ ✓
ExaLogLog (ELL, 𝑡 = 2, 𝑑 = 24, 𝑝 = 8) this work dynatrace-research/exaloglog-paper 2.15 % 1064 1024 3.93 3.79 ✓
ExaLogLog (ELL, 𝑡 = 2, 𝑑 = 20, 𝑝 = 8) this work dynatrace-research/exaloglog-paper 2.27 % 936 896 3.86 3.69 ✓

Conjectured lower bound [33] – – – – 1.98 1.98 not known
∗ achieved by expensive compression during serialization
∗∗ error can be much larger for smaller distinct counts
∗∗∗ lower bound values based on theoretical considerations completely ignoring auxiliary data fields (empirical values are meaningless as the reference implementation is not optimized)

also contribute. The difference is particularly large for CPC,
whose serialization method also applies a specialized and rel-
atively expensive (see Section 5.3) compression step [26]. A fair
comparison would require the development of specific compres-
sion techniques for all other data structures which is out of the
scope of this work. However, the theoretical MVPs for optimal
compression shown in Figure 6 indicate that the size of ELL could
be further reduced. For ULL, which is a special case of ELL, we
have already shown that MVPs below 3 can be achieved. Its 1-
byte register array seems to be very convenient for standard
compression algorithms [19].

Figure 10 also shows the memory consumption and the corre-
sponding MVP for other distinct counts. ELL requires constant
space and never allocates additional data. The data structures
from the Apache DataSketches library have implemented a sparse
mode that allows them to be more space-efficient for small dis-
tinct counts. However, a sparse mode could also be easily imple-
mented for ELL as discussed in Section 4.3.

The MVP of SpikeSketch stands out at lower distinct counts.
The high values are a result of the lossy compression and stepwise
smoothing. The latter reduces the update probability even of
empty SpikeSketches by a factor of 64 %. As a consequence, the
estimation error is 100 % with a 36 % probability independent
of the number of buckets for the extreme case of 𝑛 = 1. We,
therefore, do not consider SpikeSketch to be suitable for practical
use. HLLL also shows a spike around 𝑛 = 5 × 103, which is a
result of using the original HLL estimator [20] that is known to
have some issues [18, 23].

5.3 Performance Comparison
To compare the performance of ELL with the other algorithms
listed in Table 2, we used an Amazon EC2 c5.metal instance
running Ubuntu Server 24.04 LTS. Turbo Boost was disabled by
setting the processor P-state to 1 [3]. We used Java implementa-
tions for all algorithms except for HLLL and SpikeSketch whose
reference implementations are written in C++.

Figure 11 shows the results of our benchmarks. First, element
insertion was tested by adding up to 106 random 16-byte arrays
that were generated and stored in memory in advance. As Apache
DataSketches uses the 128-bit version of Murmur3 as built-in
hash function without the flexibility of defining a different one,
we used it also for all other algorithms to make a fair comparison.

The corresponding graph shows the average time per inserted
element, which also includes the initial allocation of the data
structure. For this reason, the measured times for small 𝑛 tend
to be higher. All insertion times, except those for HLLL and
SpikeSketch are between 20 and 50 ns. For ELL, we investigated
insertion with and without martingale estimator.

The fastest estimation times are achieved by algorithms, in-
cluding those from Apache DataSketches, that maintain a martin-
gale estimator or keep track of other redundant statistics during
insertion. The ELL ML estimator compares well to those algo-
rithms that insert elements without such additional bookkeeping.

To analyze serialization, we measured the time to write the
state into a newly allocated byte array. For ELL, this means just
copying the byte array holding the register values, which is very
fast. The results also show that the serialization of CPC is more
than an order of magnitude slower due to the expensive com-
pression, as discussed before. We do not have data for HLLL and
SpikeSketch as their reference implementations come without a
serialization method.

Finally, we also investigated the time to merge two data struc-
tures, both filled with 𝑛 random elements. The results show that
ELL is very fast. Algorithms that have implemented a sparse
mode are, as expected, faster for small 𝑛 as less data has to be
processed. The comparison with the algorithms from Apache
DataSketches is not entirely fair, as they rebuild internal statistics
for estimation during the merging process. For this reason, we
have also considered merging followed by estimation, which is a
common operation sequence in practice. ELL also performs quite
well in this case. We have no data for SpikeSketch as its reference
implementation does not include a working merge operation.

It is worth noting that our ELL reference implementation is
generic and supports arbitrary values of 𝑡 and 𝑑 . Hardcoding
these values could potentially further improve its performance.

6 FUTUREWORK
A topic for future research is the compressibility of ELL. Accord-
ing to Figures 6 and 7, much lower MVPs could be achieved with
optimal compression. For ULL, a special case of ELL with 𝑡 = 0
and 𝑑 = 2 (compare Section 2.5), a reduction close to the theoret-
ical limit can be achieved with standard compression algorithms
[19] such as Zstandard [13]. Unlike ULL, whose register size is
exactly one byte, we assume that standard algorithms will work
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Figure 10: The averagememory footprint and the empirical
MVP for 𝒏 ∈ {10, 20, 50, 100, 200, 500, . . . , 106} obtained from
1million simulation runs. The legend is given in Figure 11.

worse in the general case. Since the shape of the register distri-
bution is known (see Section 3.1), some sort of entropy coding
could be a way to approach the theoretical limit.

As discussed in Section 2.5, HyperMinHash is a special case
of ELL, and PCSA and CPC contain the same information as
an ELL(0, 64) sketch. Therefore, our proposed ML estimation
approach, in which the ML equation is first reduced to the sim-
ple form (15) with a relatively small number of terms, should
also work for them. We assume that this method could lead to
slightly lower estimation errors than current approaches, as ML
estimation is generally known to be asymptotically efficient.

7 CONCLUSION
We have introduced a new algorithm for distinct counting called
ExaLogLog (ELL), which includes already-known algorithms as
special cases. With the right parameters, the space efficiency
can be improved significantly. In particular, a configuration was
presented that reduces the MVP by 43 % compared to the widely
used HyperLogLog algorithm. ELL also supports practical prop-
erties such as mergeability, idempotency, reproducibility, and
reducibility. We have also shown that maximum likelihood (ML)
estimation using the developed robust numerical solver and mar-
tingale estimation are feasible. The observed estimation errors
are fully consistent with the theory. In contrast to other recent
approaches, insertions always require constant time, regardless
of the chosen accuracy. We also proposed a sparse mode based
on hash tokens, which allows the allocation of the register array
to be postponed. All this makes ELL very attractive for wider use
in practice.

A NUMERICAL ROOT-FINDING
As the function 𝑓 defined in (18) is strictly increasing and concave
(see Lemma B.2), the root of the ML equation 𝑓 (𝑥) = 0 can be
robustly found using Newton’s method when starting from a
point 𝑥0 satisfying 𝑓 (𝑥0) ≤ 0. According to Lemma B.3 such a
point is

𝑥0 = exp(ln(1 + 𝜎1
𝛼2𝑢max ) 𝜎0

𝜎1
) − 1

with 𝜎0 :=
∑𝑢max

𝑗=𝑢min
𝛽 𝑗 and 𝜎1 :=

∑𝑢max
𝑗=𝑢min

𝛽 𝑗2𝑢max− 𝑗 . (27)

As a result, the sequence of points obtained by Newton’s method

𝑥𝑡+1 = 𝑥𝑡 − 𝑓 (𝑥𝑡 )
𝑓 ′ (𝑥𝑡 ) = 𝑥𝑡

(
1 − 𝑓 (𝑥𝑡 )

𝑥𝑡 𝑓
′ (𝑥𝑡 )

)
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Figure 11: The average execution time for insert, estimate,
serialize, merge, and combined merge and estimate opera-
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is always increasing and approaches 𝑥 . The recursion can be
transformed using

𝑥 𝑓 ′ (𝑥) − 𝛼2𝑢max𝑥 = −𝑥 𝜕
𝜕𝑥

∑𝑢max−𝑢min
𝑗=1 𝛽𝑢max− 𝑗 2𝑗𝑥

(1+𝑥 )2𝑗 −1

=
∑𝑢max−𝑢min

𝑗=1 𝛽𝑢max− 𝑗
(

4𝑗𝑥2 (1+𝑥 )2𝑗 −1

( (1+𝑥 )2𝑗 −1)2 −
2𝑗𝑥

(1+𝑥 )2𝑗 −1

)
=
∑𝑢max−𝑢min

𝑗=1 𝛽𝑢max− 𝑗 2𝑗𝑥
(1+𝑥 )2𝑗 −1

(
2𝑗𝑥 (1+𝑥 )2𝑗 −1

(1+𝑥 )2𝑗 −1
− 1

)
= 𝜓 (𝑥)

with

𝜓 (𝑥) :=
∑𝑢max−𝑢min

𝑗=1 𝛽𝑢max− 𝑗
(∏𝑗−1

𝑙=0
2

(1+𝑥 )2𝑙 +1

)
·

·
((∏𝑗−1

𝑙=0
2(1+𝑥 )2𝑙
(1+𝑥 )2𝑙 +1

)
− 1

)
(28)

into
𝑥𝑡+1 = 𝑥𝑡

(
1 + 𝜑 (𝑥𝑡 )−𝛼2𝑢max𝑥𝑡

𝜓 (𝑥𝑡 )+𝛼2𝑢max𝑥𝑡

)
. (29)

Function 𝜓 shares the same product as 𝜑 (17), which therefore
needs to be computed only once. The last factor in (28) is always
nonnegative as the product consists of factors that are all greater

than or equal to 1, because 1 ≤ 2(1+𝑥 )2𝑙
(1+𝑥 )2𝑙 +1 < 2. Furthermore, when

using standard floating-point types, overflows will not occur as
the product has at most 𝑢max − 𝑢min ≤ 63 − 𝑝 − 𝑡 factors and
all of them are smaller than 2. To reduce numerical errors and
minimize the number of operations, we compute

𝜂 𝑗 :=
(∏𝑗−1

𝑙=0
2(1+𝑥 )2𝑙
(1+𝑥 )2𝑙 +1

)
− 1
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Algorithm 8: Numerical computation of the distinct count esti-
mate by solving the ML equation using Newton’s method. 𝛼 and
𝛽𝑡+1, . . . , 𝛽64−𝑝 are the coefficients of the log-likelihood function (15).

𝜎0 ← 0, 𝜎1 ← 0, 𝑢min ← −1, 𝑢max ← 0
for 𝑗 ← 𝑡 + 1 to 64 − 𝑝 do

if 𝛽 𝑗 > 0 then
if 𝑢min < 0 then 𝑢min ← 𝑗

𝑢max ← 𝑗

𝜎0 ← 𝜎0 + 𝛽 𝑗 , 𝜎1 ← 𝜎1 + 𝛽 𝑗 · 2− 𝑗 ⊲ see (27)

if 𝑢min < 0 then return 0 ⊲ all 𝛽 𝑗 are zero
𝜎1 ← 𝜎1 · 2𝑢max

𝑥 ← 𝜎1/(𝛼 · 2𝑢max )
if 𝑢min < 𝑢max then ⊲ 𝑥 is already the root of 𝑓 , if 𝑢min = 𝑢max

𝑥 ← expm1(log1p(𝑥) · (𝜎0/𝜎1)) ⊲ starting point, see (27)
loop ⊲ main loop of Newton iteration

𝜆 ← 1, 𝜂 ← 0, 𝑦 ← 𝑥 , 𝑢 ← 𝑢max
𝜑 ← 𝛽𝑢 ,𝜓 ← 0
loop ⊲ loop for summing up 𝜑 (17) and𝜓 (28)

𝑢 ← 𝑢 − 1
𝑧 ← 2/(2 + 𝑦) ⊲ 𝑧 ∈ [0, 1]
𝜆 ← 𝜆 · 𝑧 ⊲ 𝜆 is decreasing, compare (22)
𝜂 ← 𝜂 · (2 − 𝑧) + (1 − 𝑧) ⊲ 𝜂 is increasing, compare (30)
𝜑 ← 𝜑 + 𝛽𝑢 · 𝜆,𝜓 ← 𝜓 + 𝛽𝑢 · 𝜆 · 𝜂
if 𝑢 ≤ 𝑢min then break
𝑦 ← 𝑦 · (𝑦 + 2) ⊲ compare (21)

𝑥 ′ ← (𝛼 · 2𝑢max ) · 𝑥
if 𝜑 ≤ 𝑥 ′ then break ⊲ stop iteration if 𝑓 (𝑥) ≥ 0, see (18)
𝑥old ← 𝑥

𝑥 ← 𝑥 · (1 + (𝜑 − 𝑥 ′)/(𝜓 + 𝑥 ′)) ⊲ compare (29)
if 𝑥 ≤ 𝑥old then break ⊲ stop if numerically converged

return𝑚 · 2𝑢max · log1p(𝑥) ⊲ compare (19)

recursively using (20) according to

𝜂 𝑗+1 = 𝜂 𝑗 (2 − 2
2+𝑦 𝑗
) + (1 − 2

2+𝑦 𝑗
). (30)

The Newton iteration (29) can be stopped, if 𝑓 (𝑥𝑡 ) ≥ 0, equiv-
alent to 𝜑 (𝑥𝑡 ) ≤ 𝛼2𝑢max𝑥𝑡 , because we expect the sequence 𝑥𝑡
to be increasing and converging towards the root. The case
𝜑 (𝑥𝑡 ) < 𝛼2𝑢max𝑥𝑡 may happen due to numerical errors. It is
reasonable to stop the Newton iteration also in this case, as the
numerical error limits have been reached. Similarly, we stop the
iteration, if 𝑥𝑡+1 ≤ 𝑥𝑡 . In practice, only a small number of it-
erations is needed to satisfy any of the two stop conditions. In
all our experiments presented in Section 5, the number of itera-
tions never exceeded 10 when calculating the estimate from ELL
sketches. On average, we observed between 5 and 7 iterations,
dependent on the ELL parameters and the true distinct count. The
whole procedure to compute the ML estimate using Newton’s
method is summarized by Algorithm 8.

B PROOFS
Lemma B.1. For 𝜌update and 𝜙 as defined in (10) and (11)∑(65−𝑝−𝑡 )2𝑡
𝑘=𝑢+1 𝜌update (𝑘) = 2𝑡 (1−𝑡+𝜙 (𝑢 ) )−𝑢

2𝜙 (𝑢) holds.

Proof. This formula can be proven by induction. For 𝑢 =
(65−𝑝−𝑡)2𝑡 both sides are zero. If the identity holds for𝑢, it can be
shown that it also holds for𝑢−1. Since𝜙 (𝑢)−𝜙 (𝑢−1) ∈ {0, 1}, we
show the identity for both possible cases. First, if 𝜙 (𝑢) = 𝜙 (𝑢−1):∑(65−𝑝−𝑡 )2𝑡

𝑘=(𝑢−1)+1 𝜌update (𝑘) = 𝜌update (𝑢)+
∑(65−𝑝−𝑡 )2𝑡
𝑘=𝑢+1 𝜌update (𝑘)

= 1
2𝜙 (𝑢) +

2𝑡 (1−𝑡+𝜙 (𝑢 ) )−𝑢
2𝜙 (𝑢) = 2𝑡 (1−𝑡+𝜙 (𝑢−1) )−(𝑢−1)

2𝜙 (𝑢−1) .

And, second, if 𝜙 (𝑢) = 𝜙 (𝑢 − 1) + 1, which implies according
to (11) 𝑢 − 1 ≡ 0 (mod 2𝑡 ) and further 𝜙 (𝑢) = 𝑡 + 1 + 𝑢−1

2𝑡 ⇔
2𝑡 (𝜙 (𝑢) − 𝑡 − 1) −𝑢 + 1 = 0. With the help of this identity we can
show again∑(65−𝑝−𝑡 )2𝑡

𝑘=(𝑢−1)+1 𝜌update (𝑘) = 𝜌update (𝑢)+
∑(65−𝑝−𝑡 )2𝑡
𝑘=𝑢+1 𝜌update (𝑘)

= 1
2𝜙 (𝑢) +

2𝑡 (1−𝑡+𝜙 (𝑢 ) )−𝑢
2𝜙 (𝑢) + 2𝑡 (𝜙 (𝑢 )−𝑡−1)−𝑢+1

2𝜙 (𝑢)

= 2𝑡 (−2𝑡+2𝜙 (𝑢 ) )−2(𝑢−1)
2𝜙 (𝑢) = 2𝑡 (1−𝑡+𝜙 (𝑢−1) )−(𝑢−1)

2𝜙 (𝑢−1) .

□

Lemma B.2. The function 𝑓 (𝑥) as defined in (18) is strictly
increasing and concave for 𝑥 ≥ 0 and 𝛼 > 0.

Proof. It is sufficient to show that 𝑔(𝑥) := − 𝑥
(1+𝑥 )𝑐−1 with

𝑐 ∈ Z+ is increasing and concave, which is the case if 𝑔′ (𝑥) ≥ 0
and 𝑔′′ (𝑥) ≤ 0. The first derivative is given by

𝑔′ (𝑥) = 𝑐𝑥 (1+𝑥 )𝑐−1−( (1+𝑥 )𝑐−1)
( (1+𝑥 )𝑐−1)2 =

𝑐𝑥 (1+𝑥 )𝑐−1−∑𝑐−1
𝑗=0 𝑥 (1+𝑥 ) 𝑗

( (1+𝑥 )𝑐−1)2

=
𝑥
∑𝑐−2

𝑗=0 (1+𝑥 )𝑐−1−(1+𝑥 ) 𝑗
( (1+𝑥 )𝑐−1)2 ≥ 0,

which is nonnegative. The second derivative can be expressed as

𝑔′′ (𝑥) = 𝑐 (1+𝑥 )𝑐−2 ( (2+𝑥 ) ( (1+𝑥 )𝑐−1)−𝑐𝑥 (1+(1+𝑥 )𝑐 ) )
( (1+𝑥 )𝑐−1)3

=
𝑐 (1+𝑥 )𝑐−2 (2( (1+𝑥 )𝑐−1)−(𝑐+1)𝑥 (1+𝑥 )0−(𝑐−1)𝑥 (1+𝑥 )𝑐 )

( (1+𝑥 )𝑐−1)3

= −
𝑐 (1+𝑥 )𝑐−2𝑥

(
(𝑐−1) (1+𝑥 )𝑐+(𝑐−1) (1+𝑥 )0−2

∑𝑐−1
𝑗=1 (1+𝑥 ) 𝑗

)
( (1+𝑥 )𝑐−1)3 .

Since (1 + 𝑥)𝑦 is convex with respect to 𝑦,

(𝑐 − 1) terms︷                         ︸︸                         ︷
(1 + 𝑥)𝑐 + . . . + (1 + 𝑥)𝑐 +

(𝑐 − 1) terms︷                         ︸︸                         ︷
(1 + 𝑥)0 + . . . + (1 + 𝑥)0

≥

2(𝑐 − 1) terms︷                                                             ︸︸                                                             ︷
(1 + 𝑥)𝑐−1 + (1 + 𝑥)𝑐−1 + . . . + (1 + 𝑥)1 + (1 + 𝑥)1

holds according to Karamata’s inequality, which shows that the
last factor of the numerator is nonnegative. Since all factors are
nonnegative we have 𝑔′′ (𝑥) ≤ 0. □

Lemma B.3. The root 𝑥 of 𝑓 as defined in (18) can be bracketed by
exp(ln(1 + 𝜎1

𝛼2𝑢max
) 𝜎0
𝜎1
) − 1 ≤ 𝑥 ≤ 𝜎0

𝛼2𝑢max where 𝜎0 :=
∑𝑢max

𝑗=𝑢min
𝛽 𝑗

and 𝜎1 :=
∑𝑢max

𝑗=𝑢min
𝛽 𝑗2𝑢max− 𝑗 .

Proof. We rewrite 𝑓 (𝑥) = 0 as

𝛼2𝑢max𝑥 − 𝜎0

∑𝑢max−𝑢min
𝑗=0 𝛽𝑢max− 𝑗𝑔 (𝑥,2𝑗 )∑𝑢max−𝑢min

𝑗=0 𝛽𝑢max− 𝑗
= 0 (31)

with 𝑔(𝑥,𝑦) := 𝑥𝑦

(1+𝑥 )𝑦−1 . As 𝑔 is convex with respect to 𝑦, which
follows from 𝑧

𝑒𝑧−1 being convex with 𝑧 = ln(1 + 𝑥)𝑦, we can
apply Jensen’s inequality

𝛼2𝑢max𝑥 − 𝜎0 · 𝑔
(
𝑥, 𝜎1

𝜎0

)
= 𝛼2𝑢max𝑥 − 𝜎0 · 𝑔

(
𝑥,

∑𝑢max−𝑢min
𝑗=0 𝛽𝑢max− 𝑗 2𝑗∑𝑢max−𝑢min
𝑗=0 𝛽𝑢max− 𝑗

)
≥ 𝛼2𝑢max𝑥 − 𝜎0

∑𝑢max−𝑢min
𝑗=0 𝛽𝑢max− 𝑗𝑔 (𝑥,2𝑗 )∑𝑢max−𝑢min

𝑗=0 𝛽𝑢max− 𝑗
= 0.

Resolving for 𝑥 finally gives the lower bound. The upper bound
results from (31) when using 𝑔(𝑥,𝑦) ≤ 1 that is a consequence of
Bernoulli’s inequality. □
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