Advances in Database Technology
— EDBT 2021

24th International Conference

on Extending Database Technology
Nicosia, Cyprus, March 23-26, 2021
Proceedings

Editors

Yannis Velegrakis
Demetris Zeinalipour
Panos K. Chrysanthis

Francesco Guerra



http://OpenProceedings.org/

Advances in Database Technology — EDBT 2021 Series ISSN: 2367-2005
Proceedings of the 24th International Conference

on Extending Database Technology

Nicosia, Cyprus, March 23-26, 2021

Editors

Yannis Velegrakis, University of Trento, Italy and Utrecht University, Netherlands
Demetris Zeinalipour, University of Cyprus, Cyprus

Panos K. Chrysanthis, University of Cyprus, Cyprus and University of Pittsburgh, USA
Francesco Guerra, University of Modena and Reggio Emilia, Italy

C proceedings

OpenProceedings.org
University of Konstanz
University Library

78457 Konstanz, Germany

COPYRIGHT NOTICE: Copyright © 2021 by the authors of the individual papers.

Distribution of all material contained in this volume is permitted under the terms of the Creative Commons license CC-by-
nc-nd 4.0

OpenProceedings ISBN: 978-3-89318-084-4 DOI of this front matter: 10.5441/002/edbt.2021.01


http://OpenProceedings.org/
http://dx.doi.org/10.5441/002/edbt.2021.01

Foreword by the PC Chair

The International Conference on Extending Database Technology (EDBT) is an established forum for researchers and
practitioners alike to disseminate knowledge and research results related to data management. This year, the 24th
edition of EDBT, scheduled to take place between March 23rd and March 26, 2021 in Nicosia, Cyprus, has instead
been held entirely online, due to the circumstances and the travel restrictions imposed by the 2020/2021 pandemic.
It has been jointly organized with the International Conference on Database Theory (ICDT).

The organizing committee solicited contributions in many different areas, including, but not limited to, Data Prepa-
ration, Data Privacy, Database Engines, Distributed Data Systems, Graph Management, Reasoning over Data, Ma-
chine Learning and Al in Databases, Novel Database Architectures, Semi-structured Data Management, and User
Interfaces for Data. Novel in this year’s edition is the solicitation of contributions in the area of Applied Database
Systems for Data Science. The goal is to give the opportunity to researchers from different areas dealing with in-
teresting data management challenges in the context of Data Science, to disseminate them to the data management
community, and at the same time to give database researchers working on interesting data science scenarios to pub-
lish their works.

The main Research track, the Industrial & Application track, as well as the Demonstration track have remained as
in previous years, while the Short paper track has been slightly extended to accommodate papers of 6 pages, to allow
more technical content.

With some rare exceptions, research papers were reviewed by 4 reviewers. Discussions and decisions were taken
under the coordination of a senior PC member, with expertise in the respective area of the paper under review. The
reviewing phase involved two cycles: resulting in a number of papers being revised and having their qualify improved
significantly.

Consistent with the tradition, the program included two keynotes, one on Data Profiling by Felix Naumann (Hasso
Plattner Institute, Germany), and one on Knowledge Management by Katja Hose (Aalborg University, Denmark).
These keynotes were complemented by the two additional keynotes of the co-organized ICDT. Last but not least, the
program had the traditional tutorial track, featuring four tutorials on topics related to knowledge graphs, blockchains,
text-to-SQL, and time series management. The overall program was accompanied by 6 Workshops.

The Program committee reviewed 108 full research papers, of which 27 were accepted. For short papers, 34 papers
out of 113 were selected. The Industry and Application track received 22 submissions of which it selected 11 for
publication, while the demo track received 24 works of which 15 were accepted.

Given that this year the conference took place online, it was a good opportunity to exploit at the maximum the
opportunities that digital technologies can offer. Furthermore, it was our intention to make sure that the paper
contributions are disseminated to a broader audience, especially outside the conference participants. For this reason,
the authors were asked to provide a pre-recorded presentation of 10 min that will remain in the proceedings, a 30 sec
pitch video that advertises the results of the contribution and a graphics ad.

In order to recognize significant contributions and give credits to the authors, the technical program committee
awarded the Best Paper award to one of the research papers and the Best Demonstration award to one of the demos.
Furthermore, following the EDBT tradition, it awarded the Test-of-Time award to a paper from the EDBT 2011 pro-
ceedings that has been deemed to have the greatest impact among those of that year. A novelty in this year’s EDBT
edition is the additional recognition of the Best Short Paper.

The realization of EDBT 2021 is a result of a collaborative effort of the different chairs and program committee
members. Congratulations are in place to the senior PC members for guiding the discussions in such a professional
and timely manner, ensuring the selection of the best quality papers. Special thanks for the excellent collaboration and
quality of work go to the Industrial and Application Chair Eric Simon, the Demonstration Chair Sihem Amer-Yahia,
the tutorial chairs Stefan Manegold and Wang-Chiew Tan, and the Workshop Chair Evaggelia Pitoura. A great deal
of credits go to the Proceedings Chair Francesco Guerra for all the extra work he has put in organizing the material
and making sure that all the proceedings information is in place. My appreciation goes also to the members of the
paper award committees for the effort they put in evaluating the candidate papers and providing the decisions in a
timely manner. I find it impossible to describe the passion, professionalism, consistency and collaborative attitude the
general chairs Demetris Zeinalipour and Panos K. Chrysanthis have demonstrated. It was great working with them.
I would also like to thank all the program committee members since due to them the high quality program became
possible, the award committees, as well as Angela Bonifati and Marc H. Scholl from the EDBT Board for the their
numerous advices and support. Last but not least, I would like to thank all the authors for the works they submitted
to the conference, the keynote speakers, the tutorial presenters, and the demonstration presenters.

Yannis Velegrakis, EDBT 2021 PC Chair



Message from the General Chairs

The 24th edition of the International Conference on Extending Database Technology (EDBT) was held between the
23rd and 26th of March 2021, despite the COVID-19 worldwide pandemic. Continuing its longstanding tradition as
a premier data management research forum taking place in a European location, EDBT 2021, jointly organized with
the International Conference on Database Theory (ICDT), was held virtually in Nicosia, the capital of the beautiful
island of Cyprus.

At the onset, our aim has been to offer as close to an in-person, face-to-face experience as possible, maximizing
the dissemination of knowledge and sharing of research results among the EDBT/ICDT participants at no health
risk to them, and together discover the Cypriot culture and hospitality. EDBT/ICDT 2021 was initially planned to
become the first hybrid EDBT/ICDT conference, combining physical presentations with an extended online audience,
although this plan later evolved into an online format due to the ongoing situation with COVID-19. To this end, we
have been committed to offering the best possible online experience to attendees by capitalizing and expanding on
the success of earlier conferences.

Particularly, we decided on a number of novelties compared to previous conferences. Firstly, given that an optimal
online experience cannot be achieved with pre-recorded presentations, but only with live presentations and direct
interactions between the speakers and the audience, we decided in coordination with the Program Chairs on the
online synchronous delivery of all events, including all research presentations, tutorials and live demonstrations.
The next challenge was to select the appropriate conference management platform. Our personal experience as
participants in several online conferences during the past year, and our evaluation of a number of popular web
socializing platforms, led us to the decision that a custom conference attendance experience can only be delivered
by an in-house platform that relies on a reliable teleconferencing channel, an intuitive interface, and a low learning
curve.

To this end, the Data Management Systems Laboratory at the University of Cyprus, under the leadership of
Demetris Zeinalipour developed and hosted a novel web-based platform named VGATE (Virtual Gate) to online con-
ferences. VGATE allowed the Organizing Committee to collaborate over a Web-based Sheet interface (like Google
Sheets) to plan and manage the organization. VGATE provided numerous helpful building-blocks in the online orga-
nization, namely, zoom license management and user status integration, integration of proceedings and multimedia
content, industry booths, live sessions, social rooms, and for the first time an online helpdesk supported by Easy-
Conferences Ltd. Special thanks to Paschalis Mpeis (University of Cyprus, Cyprus), Soteris Constantinou (University
of Cyprus, Cyprus) and Constantinos Costa (University of Pittsburgh, USA) for their support and code contribu-
tions to the project under an extremely tight schedule. Special thanks also to Zoom Video Communications, Inc., for
facilitating and sponsoring EDBT/ICDT 2021.

Novel this year is the participation of EDBT/ICDT to the newly founded Diversity and Inclusion (D&I) initiative of
the Data Management community. EDBT/ICDT (alongside SIGMOD, VLDB, SoCC, and ICDE) celebrates the diversity
in our community and welcomes everyone regardless of age, sex, gender identity, race, ethnicity, socioeconomic
background, country of origin, religion, sexual orientation, physical ability, education, work experience, etc. To
introduce this initiative, Panos K. Chrysanthis, the EDBT/ICDT D&I Chair, together with Sihem Amer-Yahia (CNRS,
University Grenoble Alpes, France), a D&I Core Member, organized a panel as part of the Reception on DAY1 of the
conference.

With D&I and broad participation in mind, the conference program was structured in a way that is convenient
to at least half of the world at any given time. Specifically, the program was split into morning sessions (CET),
which were convenient for EU-ASIA participants, on DAY1 and DAY3, and the afternoon sessions (CET), which
were convenient for EU-America participants on DAY2 and DAY4. The Workshops were scheduled on DAY1 in the
morning or afternoon based on the geographical location of their presenters. Social events were split along the same
lines, presenting the host country, Cyprus, through music and videos on culture, geography, food, leisure, and other
enjoyable aspects of Cyprus. Virtual corridor and hallway discussions were supported by a number of unmoderated
and dynamic social rooms on VGATE at all times.

This year we also introduced some additional novelties, namely: (i) We introduced a special ceremony during Re-
ception on DAY?2, titled “Pandemic Greetings from the Pioneers and the Next Data Management Challenge”, with greet-
ings by Philip A. Bernstein (Microsoft Research, WA, USA), Laura M. Haas (University of Massachusetts — Amherst,
MA, USA), Yannis Ioannidis (University of Athens, Greece) and Jeffrey D. Ullman (Stanford, CA, USA); (ii) we intro-
duced the concept of a sponsored industry talk during Dinner on DAY3, with title “Behind the Scenes of Snowflake’s
new Search Optimization Service”, by Ismail Oukid (Snowflake, Germany) and Stefan Richter (Snowflake, Germany);
(iii) we introduced a dedicated “Demos in Action: Meet the Authors!” session during Dinner on DAY3, which allowed
Demo presenters to individually showcase their demos to participants in their private presentation space through
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VGATE. Finally, we also continued to support the Climate Change discussion with a session on DAY4, led by Antoine
Amarilli (Télécom Paris, France), with guest Benjamin Pierce (University of Pennsylvania, USA).

In all above endeavors, we had the support and encouragement of our incredible Organization Committee and the
EDBT Executive Board, in particular, the President of EDBT Executive Board Angela Bonifati (Lyon 1 University,
France), as well as the Chair of the ICDT Council Wim Martens (University of Bayreuth, Germany).

We are grateful to the entire Technical Program Committees, which, under the excellent leadership of the EDBT
Program Chair Yannis Velegrakis (University of Trento, Italy and Utrecht University, Netherlands) and the ICDT
Program Chair Ke Yi (Hong Kong University of Science and Technology, Hong Kong), brought forward an exciting
technical program with a rich production of technical content (proceedings, videos, pitches, ads, etc.). Our gratitude
also extends personally to the EDBT Demonstration Chair Sthem Amer-Yahia (CNRS, University Grenoble Alpes,
France), the EDBT Workshop Chair Evaggelia Pitoura (University of Ioannina, Greece), the Climate Chair Antoine
Amarilli (Télécom Paris, France), the EDBT Applied Database Systems for Data Science Vice-Chair Paul Groth (Uni-
versity of Amsterdam, Netherlands), the EDBT Industrial/Application Chair Eric Simon (SAP, France), the Tutorial
Chairs Stefan Manegold (CWI, Netherlands) and Wang-Chiew Tan (Megagon Labs, USA), for the excellent collabora-
tion, and exchange of ideas and insightful discussions. We would also like to highlight EDBT Demonstration Chair
Sihem Amer-Yahia’s success in putting together EDBT’s first all-women Demonstration Track Committee. We would
also like to thank the organizers of the six, co-located workshops DOLAP, BigVis, BMDA, DARLI-AP, SIMPLIFY and
PIE+Q for enriching the scope of the technical program.

Several people contributed to the successful organization of the EDBT/ICDT 2021 conference. Special thanks to the
following valued collaborators for their passion in organizing a memorable event: the Sponsorship Chair Divyakant
Agrawal (University of California-Santa Barbara, USA), the Publicity Chair Herodotos Herodotou (Cyprus University
of Technology, Cyprus), the Finance Chair George Pallis (University of Cyprus, Cyprus), the EDBT Proceedings Chair
Francesco Guerra (University of Modena and Reggio Emilia, Italy), the ICDT Proceedings Chair Zhewei Wei (Renmin
University, China), the Workshops Proceedings Chair Constantinos Costa (University of Pittsburgh, USA) and the
Website support by Nicolas Kantzilaris (Easy Conferences, Cyprus).

Our sincere gratitude to our platinum sponsor, Snowflake, and our bronze sponsors, Oracle and Zoom, as well as
the contact persons behind the support, namely Martin Hentschel (Snowflake), Ann Brisson (Oracle) and Alberto
Colautti (Zoom).

Organizing EDBT 2021 at the University of Cyprus was Prof. George Samaras¥’ passion. After his unexpected
passing two years ago, his friends and colleagues at the University of Cyprus volunteered to make his passion a
reality. We are grateful to the EDBT Executive Board for giving us this opportunity and trusting us to organize EDBT
2021 alongside ICDT 2021 in Cyprus, as proposed by George in 2018. We dedicate the EDBT/ICDT 2021 in honor of
the memory of Prof. George Samarast (1959-2018).

We hope you enjoyed EDBT/ICDT 2021’s exciting technical program and your virtual visit to Cyprus!

Demetris Zeinalipour, University of Cyprus, Cyprus
Panos K. Chrysanthis, University of Cyprus, Cyprus and University of Pittsburgh, USA

EDBT/ICDT 2021 General Co-Chairs
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Test-of-Time Award

Established in 2014, the Test-of-Time Award of the Extended Database Technology (EDBT) Conference recog-
nizes papers presented at the EDBT Conferences that have had the most impact in terms of research, method-
ology, conceptual contribution, or transfer to practice over the past ten years. The 2021 Test-of-Time Award
committee looked and evaluated the impact of the papers in the EDBT 2011 proceedings, and selected

SeMiTri: a framework for semantic annotation of heterogeneous trajectories
by Zhixian Yan, Dipanjan Chakraborty, Christine Parent, Stefano Spaccapietra, and Karl Aberer
published in the EDBT 2011 Proceedings, pp. 259-270, DOI: 10.1145/1951365.1951398,

because it is one of the earliest papers to propose a general method for enriching moving object trajectories
with semantics useful for supporting location-based services, which have been and still are in high demand
across several application sectors. Since its publication, SeMiTri has generated significant interest, and follow-
up work on semantic processing of mobile data and trajectories.

The EDBT 2021 Test of Time Award committee was formed by Barbara Catania, University of Genova, Italy,
Gautam Das, University of Texas at Arlington, USA, Beng Chin OOI, National University of Singapore, Singa-

pore, Themis Palpanas, University of Paris, France, and Yufei Tao, Chinese University of Hong Kong, China.

The EDBT Test-of-Time award for 2021 will be presented during the EDBT/ICDT 2021 Conference in Nicosia,
Cyprus, as part of the Awards session on March 24, 2021.
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Best Paper Award

The Best Paper Award Committee has looked at the papers accepted in the conference and selected one that
was distinguishing itself in terms of research quality, presentation, technical challenges, and novelty. The
selected paper is

DomainNet: Homograph Detection for Data Lake Disambiguation

by Aristotelis Leventidis, Laura Di Rocco, Wolfgang Gatterbauer,
Renée J. Miller and Mirek Riedewald.
DOI: 10.5441/002/edbt.2021.03

The paper presents DomainNet, a system that disambiguates values from heterogeneous datasets by creating a
network representing co-occurring values and computing their graph centrality. The system is unsupervised,
its accuracy outperforms the state-of-the-art, and it is accompanied by an open benchmark. The paper is of
high significance: the problem is important, the proposed solution is effective, and the benchmark facilitates
further research.

Abstract: Modern data lakes are deeply heterogeneous in the vocabulary that is used to describe data. We
study a problem of disambiguation in data lakes: how can we determine if a data value occurring more than
once in the lake has different meanings and is therefore a homograph? While word and entity disambiguation
have been well studied in computational linguistics, data management and data science, we show that data
lakes provide a new opportunity for disambiguation of data values since they represent a massive network of
interconnected values. We investigate to what extent this network can be used to disambiguate values.
DomainNet uses network-centrality measures on a bipartite graph whose nodes represent values and at-
tributes to determine, without supervision, if a value is a homograph. A thorough experimental evaluation
demonstrates that state-of-the-art techniques in domain discovery cannot be re-purposed to compete with our
method. Specifically, using a domain discovery method to identify homographs has a precision and a recall
of 38% versus 69% with our method on a synthetic benchmark. By applying a network-centrality measure to
our graph representation, DomainNet achieves a good separation between homographs and data values with
a unique meaning. On a real data lake our top- 200 precision is 89%.

The EDBT 2021 Best Paper Award committee was formed by Avigdor Gal, Technion Israel Institute of Tech-
nology, Israel, Lucasz Golab, University of Waterloo, Canada, Christian Jensen, Aalborg University, Denmark,

and Qiong Luo, HKUST, China.

The EDBT Best Paper Award for 2021 will be presented during the EDBT/ICDT 2021 Conference in Nicosia,
Cyprus, on March 24, 2021.
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Best Short Paper Award

The Best Short Paper Award Committee has looked at the papers accepted in the conference and selected
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Exchanging Data under Policy Views

Angela Bonifati
Lyon 1 University & Liris CNRS
Lyon, France
angela.bonifati@univ-lyon1.fr

ABSTRACT

Exchanging data between data sources is a fundamental problem
in many data science and data integration tasks. In this paper, we
focus on the data exchange problem in the presence of privacy
constraints on the source data, which has been disregarded in the
literature to date. By leveraging a logical privacy-preservation
paradigm, the privacy restrictions are expressed as a set of policy
views representing the information that is safe to expose over
all instances of the source in order to exchange them with the
target. We introduce a protocol that provides formal privacy
guarantees and is data-independent, i.e., under certain criteria,
it guarantees that the mappings leak no sensitive information
independently of the instances lying in the source. Moreover, we
design an algorithm for repairing an input mapping w.r.t. a set of
policy views, in cases where the input mapping leaks sensitive
information. We show that the repairing can build upon hard-
coded and learning-based user preference functions and we show
the trade-offs. Our empirical evaluation shows that repairing
mappings is quite efficient, leading to repairing sets of 300 s-t
tgds in an average time of 5s on a commodity machine. It also
shows that the repairing based on learning is robust and has
comparable runtimes with the hard-coded one.

KEYWORDS

privacy-preserving data integration, data exchange, mapping
repairs

1 INTRODUCTION

Data exchange is a key process in data science and data integra-
tion pipelines, leading to translating data compliant with a source
schema S and lying in a source database to a target database with a
non-overlapping target schema T [1, 4, 17]. Data exchange is also
part of metadata management operations [6], since the schema
mappings between source and target also known as source-to-
target (s-t) dependencies X¢; (s-t tgds) are declarative expressions
manipulating schema elements, i.e. metadata rather than data.
Despite a wealth of research on the topic, the privacy-aware
variant of the data exchange problem has received little attention
to date. However, recent data protection regulations such as EU
GDPR or CCPA in the US bring the attention to the problem of
protecting personal data when transferring data across countries
and institutions, thus motivating our work. In a privacy-aware
data exchange scenario (as exemplified in Figure 1), the source
schema comes with a set of constraints called policy views V
representing the data that is safe to expose to the target over all
instances of the source. The policy views can be considered as
user views on the data of the source and can encode possible
formulations of the different purposes the data will undergo dur-
ing the exchange process as in many data protection regulations.
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(possibly)
unsafe instance
over schema T

source instance
over schema S

Policy views V M (repair of M)

safe instance
over schema T

View instance
over schema V

Figure 1: A privacy-aware data exchange setting with map-
pings and policy views.

This process entails the repairing of the original mapping M into
amapping M’ in order to make the exported target instance safe.
However, in order to realize such a data exchange scenario, one
needs to address the following issues: (1) given a set of privacy
restrictions on the source schema, what would it mean for a data
exchange setting to be safe under the proposed privacy restric-
tions?; (2) assuming that the privacy-preservation protocol is
fixed, how could we assess the safety of a data exchange setting
w.r.t. the privacy restrictions and provide strong guarantees of no
privacy leakage?; finally, in case of privacy violations, (3) how
could we repair the s-t tgds (and transform the mapping M into
a repaired mapping M’)?

To address the first issue, we build upon prior work on the
logical foundations of privacy-preserving data integration [5, 21],
and we tailor them to a data exchange setting. Hence, we de-
fine a set of s-t tgds to be safe w.r.t. the policy views if every
positive information that is kept secret by the policy views is
also kept secret by the s-t tgds. As we will see in subsequent
sections and contrarily to previous work, our proposed privacy-
preservation protocol is data-independent allowing us to provide
strong privacy-preservation guarantees over all instances of the
sources. As such, our work leads to the first practical frame-
work establishing privacy-conscious data exchange. The above
addresses the second aforementioned issue in that it enables a
schema-level enforcement of the privacy-preserving protocol
with strong guarantees. Regarding the third issue, we propose a
repairing algorithm for the proposed privacy-preservation proto-
col in case of detected unsafety. Since multiple repairs are pos-
sible, such an algorithm might leverage techniques for learning
the user preferences during the repairing process, which is also
a desirable feature in privacy enforcement over sensitive data.
In order to further illustrate the relevance of our problem, we
illustrate a running example inspired by a real-life data exchange
process between two different hospitals in the UK.

1.1 Ilustrative example

Consider the source schema S of NHS consisting of the following
relations: P, Hy, Hs, O and S as illustrated in Figure 2 (a). Re-
lation P stores for each person registered with the hospital, his
insurance number, his name, his ethnicity group and his county.
Relations Hy and Hg store for each patient who has been ad-
mitted to some hospital in the north or the south of UK, his

!https://www.nhs.uk/
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Source schema S = {P(i,n, e, c); HN (i, d); Hs (i, d);
O(i,t,p);S(i,n,e,c)}
Target schema T = {EthDis(e, d); CountyDis(c, d); SO(e)}
View schemas V = {V1(e,d); Va(c,d); V3(t, p); Va(e)}
(a) Schemas S, T and V

P(i,n,e,c) A HN(i,d) — V(e d) (1)
P(i,n,e,c) A Hs(i,d) — Va(c,d) (2)
O(i,t,p) = Vs(t,p) ®)
S(i,n,e,c) = Vq(e) (4)

(b) Policy views V
P(i,n,e,c) A Hy(i,d) — EthDis(e, d) (5)
P(i,n,e,c) A HN(i,d) — CountyDis(c,d)  (6)
S(i,n,e,c) A O(i, t,p) — SO(e) (7)

(c) Mapping from S to T.
Figure 2: Schema and tgds in our illustrative example

insurance number and the reason for being admitted to the hospi-
tal. Relation O stores information related to patients in oncology
departments and, in particular, their insurance numbers, their
treatment and their progress. Finally, relation S stores for each
student in UK, his insurance number, his name, his ethnicity
group and his county.

Consider also the set V' comprising the policy views (1)—-(4).
The policy views define the information that is safe to make
available to the public. View (1) projects the ethnicity groups
and the hospital admittance reasons for patients in the north of
UK; view (2) projects the counties and the hospital admittance
reasons for patients in the south of UK; view (3) projects the
treatments and the progress of patients of oncology departments;
view (4) projects the ethnicity groups of the school students. The
policy views are compliant with the NSS privacy preservation
protocol that is adopted at the hospital. Precisely, the NSS pri-
vacy preservation protocol considers as unsafe any non-evident
piece of information that can potentially de-anonymize an indi-
vidual. For example, views (1) and (2) do not leak any sensitive
information concerning the precise address of patients. Indeed,
they include patients from a very large geographical area thus
implying that the probability of de-anonymizing a patient is sig-
nificantly small. Similarly, views (3) and (4) are considered to be
safe: the probability of de-anonymizing patients of the oncology
department from view (3) is zero, since there is no way to link a
patient to his treatment or his progress, while view (4) projects
information which is already evident to public.

Finally, consider the following set of source-to-target depen-
dencies Xg;. Dependencies (5) and (6) project similar information
with the views (1) and (2), respectively. However, contrarily to
the views, they solely focus on patients in the north of UK. Finally,
dependency (7) projects the ethnicity groups of students who
have been in some oncology department, whereas view V4 aims
at concealing the information about the department in which a
student has been admitted.

The above example shows that the policy views defined within
one hospital might be in stark contrast with the mappings used to
export patient’s information to another hospital. This motivates
the aforementioned questions (1), (2) and (3) about establishing
formal guarantees for privacy preservation as well as enabling
repairing of the mappings in order to make them safe. To the

best of our knowledge, our work is the first to provide practical
algorithms for a logical privacy-preservation paradigm effective
in a real system [10], described as an open research challenge
in [5, 21]. Our technique is inherently data-independent thus
bringing the advantage that both the safety test and the repairing
operations are executed on the metadata provided through the
mappings and not on the underlying data instances.

The paper is organized as follows. Section 2 discusses the re-
lated work. Section 3 presents the basic concepts and notions. Sec-
tion 4 lays our privacy preservation protocol. Section 5 presents
our repairing algorithms and their properties. mechanism. Sec-
tion 6 outlines the experimental results, while Section 7 concludes
our work. The code base along with the experimental data are
publicly available at [12].

2 RELATED WORK

Privacy in data integration. Safety of secret queries formu-
lated against a global schema and adhering to the certain an-
swers semantics has been tackled in previous theoretical work
[21]. They define the optimal attack that characterizes a set of
queries that an attacker can issue to which no further queries
can be added to infer more information. They then define the
privacy guarantees against the optimal attack by considering the
static and the dynamic case, the latter corresponding to modifica-
tions of the schemas or the GLAV mappings. The same definition
of secret queries and privacy setting is adopted in [5], which
instead focuses on boolean conjunctive queries as policy views
and on the notion of safety with respect to a given mapping.
An ontology-based integration scenario is assumed in which the
target instance is produced via a set of mappings starting from
an underlying data source. Whereas they study the complexity
of the view compliance problem in both data-dependent and
data-independent setting, we focus on the latter and extend it
to non-boolean conjunctive queries as policy views. We further
consider multiple policy views altogether in the design of a prac-
tical algorithm for checking the safety of schema mappings and
for repairing the mappings in case of violations.

Privacy in data publishing. Data publishing accounts for
the settings in which a view exports or publishes the information
of an underlying data source. Privacy and information disclosure
in data publishing linger over the problem of avoiding the dis-
closure of the content of the view under a confidential query. A
probabilistic formal analysis of the query-view security model
has been presented in [20], where they offer a complete treatment
of the multi-party collusion and the use of external adversarial
knowledge. Access control policies using cryptography are used
in [20] to enforce the authorization to an XML document. Our
work differs from theirs on both the considered setting, as well
as the adopted techniques and the adopted privacy protocol.
Striking the balance between utility and privacy in a logic-based
framework has been the object of investigation in recent studies
focusing on data publishing for Linked Data [13, 14, 19]. The
problem there is remarkably different from ours since they focus
on publishing a single RDF dataset by applying privacy and util-
ity queries in SPARQL, checking for their compatibility, and for
update operations realizing the privacy and utility constraints.

Controlled Query Evaluation. Controlled Query Evalua-
tion is a confidentiality enforcement framework introduced in
[23] and refined in [9],[7] and [8], in which a policy declaratively
specifies sensitive information and confidentiality is enforced by
a censor. Provided a query as input, a censor verifies whether the



query leads to a violation of the policy and in case of a violation
it returns a distorted answer. It has been recently adopted in
ontologies expressed with Datalog-like rules and in lightweight
Description Logics [18]. They assume that the policies are only
known to database administrators and not to ordinary users and
that the data has protected access through a query interface. Our
assumptions and setting are quite different, since our multiple
policy views are accessible to every user and our goal is to render
the s-t mappings safe with respect to a set of policies via repairing
and rewriting.

Data privacy. Previous work has addressed access control to
protect database instances at different levels of granularity [22], in
order to combine encrypted query processing and authorization
rules. Our work being logic-based and declarative does not deal
with these authorization methods, as well as does not consider
any concrete privacy or anonymization algorithms operating on
data instances, such as differential privacy [15] and k-anonymity
[24]. Further exploring the connection between concrete privacy
enforcement and logic-based privacy formalisms is the subject
of future investigation.

Data exchange. The vast literature on data exchange [17] has
inspired our work. In the considered scenarios, the source and
target schema are considered along with s-t mappings and target
dependencies, the latter being both egds and tgds. Similarly, past
work on degugging schema mappings [11] has focused on all pos-
sible routes generated by the exchange process when incomplete
or undefined values in one or more variables are exported from
the source instance. By opposite, we focus in this paper on the
case in which s-t mappings are coupled with source dependencies
under the form of policy views, the latter being typical in privacy
scenarios and unexplored in the classical data exchange setting.

3 PRELIMINARIES

Relational symbols and critical instances. Let Const, Nulls,
and Vars be mutually disjoint, infinite sets of constant values,
labeled nulls, and variables, respectively. A schema is a set of rela-
tion names (or just relations), each associated with a nonnegative
integer called arity. A relational atom has the form R(f) where
R is an n-ary relation and 7 is an n-tuple of terms, where a term
is either a constant, a labelled null, or a variable. An equality
atom has the form t; = t» where t; and t» are terms. An atom is
called ground or fact, when it does not contain any variables. A
position in an n-ary atom A is an integer 1 < i < n. We denote
by Al;, the i-th term of A. An instance [ is a set of relational facts.
An atom (resp. an instance) is null-free if it does not contain la-
belled nulls. The critical instance of a schema S, denoted as Crtg,
is the instance containing a fact of the form R(¥), for each n-ary
relation R € S, where * is called the critical constant and ¥ is an
n-ary vector. A substitution o is a mapping from variables into
constants or labelled nulls.

Dependencies and queries A dependency describes the seman-
tic relationship between relations. A Tuple Generating Dependency
(tgd) is a formula of the form V¥ A(X) — 3y p(X, §), where A(X)
and p (X, y) are conjunctions of relational, null-free atoms. An
Equality Generating Dependency (egd) is a formula of the form
VX A(X) — x; = xj, where A(X) is a conjunction of relational,
null-free atoms. We usually omit the quantification for brevity.
We refer to the left-hand side of a tgd or an egd § as the body, de-
noted as body (), and to the right-hand side as the head, denoted
as head(9). An instance I satisfies a dependency §, written I |= &
if each homomorphism from body(8) into I can be extended to a

homomorphism h’ from head(§) into I. An instance [ satisfies a
set of dependencies X, written as I |= X, if I |= ¢ holds, for each
d € X. The solutions of an instance I w.r.t. X is the set of all in-
stances J such that J 2 I'and J | X. A solution is called universal
if it can be homomorphically embedded to each solution of I w.r.t.
>

A conjunctive query (CQ) is a formula of the form 35 A; A;,
where A; are relational, null-free atoms. A CQ is boolean if it
does not contain any free variables. A substitution o is an answer
to a CQ Q on an instance [ if the domain of o is the free variables
of Q, and if o can be extended to a homomorphism from A; A;
into I. We denote by Q(I), the answers to Q on I.

Let S be a source schema and let T be a target schema. A
mapping M from S to T is defined as a triple (S, T, X), where X =
Sst3, 1.e. the set of the s-t dependencies over S and T. We usually
refer to the dependencies in Xg; as mappings. A variable x of a
mapping p € Xg; is called exported if it occurs both in the body
and the head of y. We denote by exported(u), the set of exported
variables of p. The inverse of set of s-t dependencies X, denoted
as Z;tl is the set consisting, for each mapping p in Zs; of the
form A(¥) — p(%, 1), a mapping p~! of the form p(¥,7) — A(X).
We focus on GAV mappings in this paper, thus assuming that
i is empty. Moreover, we consider the setting in which ¥ only
consists of X; thus not including ¥;. This implies that target egds
and target tgds are excluded, since, despite their usage in data
exchange, their role is less understood in the privacy-preserving
variant considered in this paper.

4 PRIVACY PRESERVATION

In this section, we introduce our notion of privacy preservation.
Let V be a set of policy views over S, representing the information
that is safe to expose for instances I of S. Our goal is to verify
whether a user-defined mapping M = (S, T, %) is safe w.r.t. the
views in a set V. Below, we will introduce a notion for assessing
the safety of a GAV mapping M with respect to a GAV mapping
M7, when both make use of the same source schema S. Moreover,
let ¥; = X, be the dependencies associated with M;.

4.1 A formal privacy-preservation protocol

Our notion of privacy preservation builds on the logical foun-
dations introduced in [5] for ontology-based data integration
for boolean queries. However, we extend the notion of privacy
preservation from [5] to a relational data exchange setting in the
presence of non-boolean conjunctive queries. First, we define the
notion of disclosure of a CQ by a mapping as follows:

Definition 4.1. A mapping M = (S, T, X) does not disclose a CQ
p over S on any instance of S, if for each instance I of S there
exists an instance I’ such that I = I’ and p(I’) = 0.

The problem of checking whether a mapping M over S does
not disclose a boolean and constants-free CQ p on any instance
of S is decidable for GAV mappings consisting of CQ views [5].
In particular, M does not disclose p on any instance of S if and
only if there does not exist a homomorphism from p into the
unique instance computed by the visible chase visChases(2) of
under the critical instance Crtg of S. The visible chase computes
a universal source instance defined as follows:

Definition 4.2. 7 Given a mapping M = (S, T, %), an instance I
is a universal source instance over S if for any instance J over the
source schema S, there exists an homomorphism h from J into I



such that for any constant ¢ from J that is made visible through

M, h(c) = =.

The only constant occurring in the instance computed by
visChaseg(Z) is the critical constant * and it represents any other
constant that can occur in the source instance.

We introduce our own variant of the visible chase, which
organizes the facts derived during chasing into subinstances
called bags. Algorithm 1 describes the steps of the proposed
variant. Please note that Algorithm 1 derives the same set of
facts with the algorithm from [5]. However, instead of keeping
these facts in a single set, we keep them in separate bags. Before
presenting Algorithm 1, we will introduce a couple of useful new
notions. The first notion serves the need of defining derived egds
that allow to unify as many labeled nulls as possible with the
critical constant in the target instance. The second notion allows
to define relevant bags for which this unification must hold. Both
notions are exploited by the visible chase (Algorithm 1) whose
last step triggers the obtained egds.

Definition 4.3. Consider an instance I. Consider also a s-t
tgd 8 and a homomorphism h from body(d) into I, such that
h(x) € Nulls, for some x € exported(§). Then, we say that the
egd

body(8) — /\ X & % 8)
Vx €exported(5):h(x) eNulls

is derived from ¢ in I. For an egd € that is derived from a s-t tgd
d1in I, tgd(e) denotes J. For a set of s-t tgds X and an instance I,
Y~ is the set comprising for each § € X, the egd that is derived
from §in I.

Definition 4.4. Consider an instance I, whose facts are orga-
nized into the bags f, ..., fm. Consider also a derived egd § of
the form (8) and an active trigger h for § in I. A bag f; is relevant
for § and h in I, where 1 < i < m, if some fact F € h(body(J))
occurs in f; and if some h(x) is a labeled null occurring in f;,
where x € exported(d).

Let Bj,,...,Bjr € P1,..., Pm be the set of bags that are rele-
vant for § and hin I. Let v = {h(xj) — h(x;)} if h(x;) = *, and
v ={h(x;) = h(x;)} if h(x;) ¢ Const, where x;, x; are variables
from exported(8). Then, the derived bag f for  and h in I consists
of the facts in U;‘:I v(Bj;). The bags Bj,, ..., fj, are called the pre-
decessors of . We use fj;, < f to denote that 8}, is a predecessor
of f,for1 <1<k

We are now ready to proceed with the description of Algo-
rithm 1. Given a s-t mapping, Algorithm 1 computes a universal
source instance whose facts are organized into bags. Algorithm 1
first computes the instance Iy by chasing Crtg using the s-t tgds,
line 1. It then chases Iy with the inverse s-t tgds >~ ! line 2. and
proceeds by chasing I; with the set of all derived egds >, for
each § € ¥ in Iy, line 4. Algorithm 1 computes a fresh bag at each
chase step. In particular, for each active trigger h for 6 in I, Algo-
rithm 1 adds a fresh bag with facts h’(head(§)), if § € ZU 1,
line 9; otherwise, if § € X, then it adds the derived bag for § and
hin I, see Definition 4.4, line 20.

Note that, X~ aims at “disambiguating” as many labeled nulls
occurring in I as possible, by unifying them with the critical
constant =. Since * represents the information that is “visible" to a
third-party, chasing with X~ computes the maximal information
from the source instance a third-party has access to. Note that
Algorithm 1 always terminates [5]. Let B = visChases(X). We
will denote by Is(2), the instance Ugep S-

Algorithm 1 visChaseg(Z)

: Bp := bagChaseTGDs(Z, Crts)

. By = bagChaseTGDs(27}, Upes, B\ Crts)

: Let £~ be the set of all derived egds ~, foreachd € £ in I
: return bagChaseEGDs(2x, By U B1)

N T

: procedure bagChaseTGDs(Z, )
B:=0
for each § € ¥ do
for each active trigger h : body(8) — I do
create a fresh bag f§ with facts h’(head(§))
10: add fto B

11: return B

Y ® 3 G

12: procedure bagChaseEGDs(Z~, B)
13: i:=0;1 :=Ugep P

14: do

15: i:=i+1

16: for each (6 € X~ of the form (8) do

17: for each active trigger h : body(§) — I;—1 do
18: if h(x) # *, for some x € exported(d) then
19: Let f be the derived bag for § and hin I;_;
20: add fto B

21: Li=LUupg

22: while I;_1 # I;

23: return B

Example 4.5. We demonstrate the visible chase algorithm over
the policy views and the s-t dependencies from Example 1.1. We
show how the algorithm runs first on the policy views V and
then show the computation on Xg;.

We first present the computation of Is (V) = UgevisChases (V) B-

The critical instance Crtg of S consists of the facts shown in
the following Eq. (9)

P %%, %)  HN (% %)

where = is the critical constant.
The instance I} computed by chasing the output of line 1 using
V=1 will consist of the facts

HN(nj, %)
Hs(n{, )

Hs(#, %)  O(x%,%,%)  S(x % % %) (9)

P(nj, nn, *, n¢)

o(n{’, %) (L)

7’ 7

’ "
P(ni,nn,ne,*) S<ni s N s %, Ne

where the constants prefixed by n are labeled nulls created while
chasing Crtg with the inverse mappings. Since there exists no
homomorphism from the body of any s-t tgd into I; mapping
an exported variable into a labeled null, X~ will be empty, see
Definition 4.3. Thus, Is(V) = I;.

We next present the computation of Is (Zs:) = UpgevisChases (/) B-
The instance I] computed by chasing the output of line 1 by 52
will consist of the facts

HN(ni: *)
HN(ni', %) O(ni", né’,n")'

P(nj, np, %, n¢) S(n{’,ny, % nY) )

P(ni', N/, Ne, *)
Since there exists a homomorphism from the body of e into I]
mapping the exported variable e into the labeled null ne, and
since there exists another homomorphism from the body of y,
into I] mapping the exported variable c into the labeled null n,
>~ will comprise the egds €; and €2 shown below

P(i,n,e,c) AHn(i,d) = e ~ = (e1)
P(i,n,e,c) AHN(i,d) = c~ = (e2)



The last step of the visible chase involves chasing I} using Y.
W.lo.g, assume that the chase considers first €; and then e;.
During the first step of the chase, there exists a homomorphism
from body(e;) into I]. Hence, ne = *. During the second step
of the chase, there exists a homomorphism from body(ez) into
Il’ and, hence, n¢ = *. The instance computed at the end of the
second round of the chase will consist of the facts

P(nj, nn, *, *) Hn (nj, %) Hn(n{, %) (10)
S(n!’,n{, % ny) O(n{’,n{",ny

Since there exists no active trigger for €; or €, in the above
instance (Eq (10)), the chase will terminate.

The facts in Is(Zs;) will be organized into the following bags
B1—P5 (one bag per line)

(u5'h)
SO(e) R IN S(n{’,n}l, % ng),0(n!’, n{’, n;)')

1

S
CountyDis(c, d) M P(n/,n}, ne, *), Hn(n!, %)

Lh3)

EthDis(e, d) <,
(e1,ha)
_

P(nj, np, % n¢), Hy (n;, *)

P(n{, np, ne, #), Hn(n!, %) P(n{, np, % %), Hn(n], %)

h
P(ni, % 1), Hy (i)~ P, i, %), g (i, )

hi={i—n_,nHnj,er neco*d -}
hy ={ct xd > =}
hs ={er> *d > *}
hy={i—>nl,nHnj, e ne,coxd -}
hs ={i— ni,n>npe %c ne,d - =}

The contents of the bags correspond to the right-hand side of
the arrows. However, for presentation purposes, we also show
the related dependency § and the homomorphism h that lead to
the derivation of each bag (shown at the top of each arrow), as
well as, the facts in h(body(9)) (left-hand side of each arrow).
The obtained bags will be part of the universal source instance
Is(Zst). Such an instance will be used in Section 5 in order to
apply the notion of safety in the repairing of the underlying
mappings ;.

4.2 Preserving the privacy of policy views

We consider a mapping M = (S,T,X) to be safe w.r.t. a view
mapping My = (S, V, V) (with V being the set of policy views
and V being the schema of the views as shown in Figure 1), if M
does not disclose the information that is also not disclosed by
My . Definition 4.6 and Theorem 4.7 presented below formalize
our notion of privacy preservation and show that there exists a
simple process for verifying whether M is safe w.r.t. My.

Definition 4.6. A mapping Mz = (S, To, 22) preserves the pri-
vacy of a mapping My = (S,T1,21) on all instances of S, if for
each constants-free CQ p over S, if p is not disclosed by M; on
any instance of S, then p is not disclosed by M3 on any instance
of S.

THEOREM 4.7. A mapping My = (S, T2, £2) preserves the pri-
vacy of a mapping M; = (S, T1,21) on all instances of S, if and
only if there exists a homomorphism h from Is(Z3) into Is(Z1),
such that h(x) = *.

Proor. (Sketch) First we show that the following holds:

Proor. By adapting the proof technique of Theorem 16 from
[5], we can show that J = I5(24;) is a universal source instance
I5(2) satisfying the following property: for each pair of source
instances I and I’, such that I’ is indistinguishable from I w.r.t. the
mapping M, there exists a homomorphism h from I’ into Is(X)
mapping each schema constant into the critical constant *. Due
to the existence of a homomorphism h from I’ into Is(), for each
pair of indistinguishable source instances I and I’, we can see
that if ¥ ¢ p(J) for a constants-free CQ p, then p(I’) = 0. Due to
the above and due to Definition 4.1, it follows that M = (5, T, X)
does not disclose a constants-free CQ p over S on any instance
of S. ]

Lemma 4.8 states that, in order to check if a constants-free CQ
is safe according to Definition 4.1, we need to check if the critical
tuple is among the answers to p over the instance computed by
visChaseg(Z). Next, we show the following lemma.

LEMMA 4.9. Given two instances I; and Iy, the following are
equivalent
(1) for each CQ p, ifii € p(Iy), then u € p(Iy), where i is a
vector of constants
(2) there exists a homomorphism from I to I, preserving the
constants of I

PRrROOF OF LEMMA 4.9. (2)=(1). Suppose that there exists a ho-
momorphism h from I; to I preserving the constants of Iy. Sup-
pose also that & € p(I1), with p being a CQ. This means that there
exists a homomorphism h; from p into I} mapping each free vari-
able x; of p into u;, for each 1 < i < n, where n is the number
of free variables of p. Since the composition of two homomor-
phisms is a homomorphism and since h preserves the constants
of I; due to the base assumptions, this means that ho hy is a
homomorphism from p into I mapping each free variable x; of p
into t;, for each 1 < i < n. This completes this part of the proof.

(1)=(2). Let p1 be a CQ formed by creating a non-ground atom
R(y1, ..., yn) for each ground atom R(us, ..., u,) € I1, by taking
the conjunction of these non-ground atoms and by converting
into an existentially quantified variable every variable created
out of some labelled null. Let X denote the free variables of p;
and let n = |X|. From the above, it follows that there exists a
homomorphism hy from p; into I; mapping each x; € X into
some constant occurring in I1. Let & € p1(I1). From (1), it follows
that# € p;(I) and, hence, there exists a homomorphism h; from
p1 into I mapping each x; € X into u;, for each 1 < i < n. Since
hq ranges over all constants of I; and since hj (x;) = ha(x;) holds
for each 1 < i < n, it follows that there exists a homomorphism
from I to I, preserving the constants of I. This completes the
second part of the proof. O

Lemma 4.9 can be restated as follows:

LEMMA 4.10. Given two instances I and Iy, the following are
equivalent

(1) for each CQ p, if t & p(L2), thent & p(I1)
(2) there exists a homomorphism from I to I

We are now ready to return to the main part of the proof. Given
a CQ p over a source schema S, and a mapping M defined as the
triple (S, T,X), where T is a target schema and X is a set of s-t
dependencies, we know from Proposition 4.8 that if M discloses
p on some instance of S, then there exists a homomorphism of

LEMMA 4.8. A mapping M = (S, T, Z) does not disclose a constants-  p into visChases(Z) mapping the free variables of p into the

free CQ p over S on any instance of S, iff % ¢ p(J), where ] = Is(Zs;).

critical constant x.



From the above, we know that Mj does not preserve the pri-
vacy of M; if there exists a CQ p over S, such that * ¢ J; and
% € Jo, where J; = Is(21) and J = Is(Z2). We will now prove
that Mj preserves the privacy of M; iff there exists a homomor-
phism from J into J; that preserves the critical constant *. This
will be referred to as conjecture (C).

(=) If My, preserves the privacy of Mj, then for each CQ p, if
% ¢ p(J1), then * ¢ p(J). From the above and from Lemma 4.10,
it follows that there exists a homomorphism ¢ : J, — Ji, such
that @(x) = =.

(<) The proof proceeds by contradiction. Assume that there
exists a homomorphism h from J; into J; preserving *, but My
does not preserve the privacy of M;. We will refer to this as-
sumption as assumption (A;). From assumption (A;) and the
discussion above it follows that there exists a CQ p over S such
that* ¢ p(J;) and ¥ € p(J2). Let hy be the homomorphism from p
into J, mapping its free variables into *. Since the composition of
two homomorphisms is a homomorphism, this means that h o hy
is a homomorphism from p into J; mapping its free variables
into x, i.e., * € p(J1). This contradicts our original assumption
and hence concludes the proof of conjecture (C). Conjecture (C)
witnesses the decidability of the instance-independent privacy
preservation problem: in order to verify whether Mj preserves
the privacy of M; we only need to check if there exists a homo-
morphism ¢ : Is(22) — Is(Z1), such that §(x) = *. O

Theorem 4.7 states that in order to verify whether My is safe
w.r.t. My, we need to compute I5(21) and I5(Z2) and check if
there exists a homomorphism from the second instance into the
first one that maps * into itself. If there exists such a homomor-
phism, we say that Is(2;) is safe w.r.t. Is(Z3), or simply safe, and
we say that it is unsafe otherwise.

Example 4.11. Continuing with Example 1.1, we can see that
the s-t tgds are not safe w.r.t. the policy views according to
Theorem 4.7, since there does not exist a homomorphism from
the instance I5(Zg;) into the instance Is(V). This means that
there exists information which is disclosed by Xs; in some in-
stance that satisfies Xg;, but it is not disclosed by V. Indeed,
from S(ni”, n//, % n.) and O(ni”, n{, n;,’), we can see that we can
potentially leak the identity of a student who has been to an
oncology department. This can happen if there exists only one
student in the school coming from a specific ethnicity group and
this ethnicity group is returned by 5. Please note that the policy
views are safe w.r.t. this leak. Indeed, it is impossible to derive this
information through reasoning over the returned tuples under
the input instance and the views V3 and V4.

Furthermore, by looking at the facts P(nj, np, %, *) and Hy (n;j, *),
we can see that we can potentially leak the identity and the dis-
ease of a patient who has been admitted to some hospital in the
north of UK. This can happen if there exists only one patient
who relates to the county and the ethnicity group returned by
e and p¢. Note that the policy views Vi and Va do not leak this
information, since it is impossible to obtain the county and the
ethnicity group of an NHS patient at the same time.

5 REPAIRING UNSAFE MAPPINGS

In Section 4, we presented our privacy preservation protocol and
a technique for verifying whether a mapping is safe w.r.t. another
one, over all source instances. This section presents an algorithm
for repairing an unsafe mapping M w.r.t. a set of policy views
V. This is a fundamental operation needed to amend mappings

Algorithm 2 repair(2, V, prf, n)
1 3q := frepair(Z, V, prf)
2: 3g :=srepair(Z1,V, prf, n)
3: return X,

whenever the policy views are modified and become unsafe (e.g.
in the presence of data protection regulations).

Algorithm 2 summarizes the steps of the proposed algorithm.
The inputs to it are, apart from ¥ and V, a positive integer n
which will be used during the second step of the repairing pro-
cess and a preference mechanism prf for ranking the possible
repairs. In the simplest scenario, the preference mechanism imple-
ments a fixed function for ranking the different repairs. However,
it can also employ supervised learning techniques in order to
progressively learn the user preferences by looking at his prior
decisions.

Since a mapping M is safe w.r.t. V if the instance Is(X) is
safe according to Theorem 4.7, Algorithm 2 rewrites the tgds in
M, such that the derived visible chase instances are safe. The
rewriting takes place in two steps. The first step rewrites ¥ into
a partially-safe set of s-t dependencies 21, while the second step
rewrites the output of the first one into a new set of s-t depen-
dencies X7, such that I5(32) is safe. As we will explain later on,
partial-safety ensures that the intermediate instance I; produced
by visChases(Z1) at line 2 of Algorithm 1 is safe, but it does
not provide strong privacy guarantees. The benefit of this two-
step approach is that it allows repairing one or a small set of
dependencies at a time.

5.1 Computing partially-safe mappings

Since the problem of safety is reduced to the problem of checking
for a homomorphism from I5(X) into Is(V), a first test towards
checking for such a homomorphism is to look if the mappings
in ¥ would lead to such a homomorphism or not. For instance,
by looking at ys in Example 1.1 it is easy to see that it leaks
sensitive information, since it involves a join between students
and oncology departments, which does not occur in Is(V).

Definition 5.1. A mapping M = (S, T, %) is partially-safe w.r.t.
My = (S,V,V) on all instances of S, if there exists a homomor-
phism from chase(2~1, Crty) \ Crty into Is(V).

From Algorithm 1, it follows that ¥ is partially-safe iff the
intermediate instance I; computed by visChaseg(Z) is safe.

PROPOSITION 5.2. A mapping M = (S,T,X) is partially-safe
w.rt. My = (S,V, V) on all instances of S, if for each u € 3, there
exists a homomorphism from body(y) into Is(V) mapping each
x € exported(y) into the critical constant .

Note that according to Proposition 5.2, in our running example
Y5t would be partially-safe, if ys ¢ g, then since there exist
homomorphisms from the bodies of ys and g into Is(V), map-
ping their exported variables into . It is also easy to show the
following

Remark 1. A mapping M = (S, T,2) issafe wr.t. My = (S,V,V)
on all instances of S, only if it is partially-safe w.r.t. My on all
instances of S. ]

Proposition 5.2 presents a quite convenient, yet somewhat
expected, finding: in order to obtain a partially-safe mapping, it
suffices to repair each s-t dependency independently of the others.
Furthermore, the repair of each y € ¥ involves breaking joins



and hiding exported variables, such that the repaired dependency
iy satisfies the criterion in Proposition 5.2.

We make use of the result of Proposition 5.2 in Algorithm 3.
Algorithm 3 obtains, for each i € %, a set of rewritings R » out of
which we will choose the best rewriting according to prf. The set
Ry consists of all rewritings that differ from p w.r.t. the variable
repetitions in the bodies of the rules and the exported variables.
Below, we present the steps of Algorithm 3.

For each s-t tgd p and for each atom B € body(u), Algorithm 3
constructs a fresh atom C and adds C to a set C. The set of atoms C
provides us with the means to identify all repairs of y that involve
breaking joins and hiding exported variables. In particular, each
homomorphism & from C into Is(V) corresponds to one repair
of p. In lines 12-25, Algorithm 3 modifies each atom B € body ()
by taking into account prior body atom modifications. The prior
modifications are accumulated in the relation p and the mapping
. The relation p keeps for each variable x from body(y), the
fresh variables that were used to replace x during prior steps of
the repairing process, while ¥/ is a substitution from the partially
repaired body into Is(V). In particular, at the end of the i-th
iteration of the loop in line 12, i holds the substitution from the
first repaired i atoms from body(y) into Is(V). We adopt this
approach instead of replacing variable x in position p always by
a fresh variable, in order to minimize the number of the joins we
break.

Below, we describe how Algorithm 3 modifies each body atom
of y, w.r.t. a homomorphism &, lines 9-27. Let C = v(B) be the
fresh body atom that was constructed out of B in line 5. For each
atom B € body(y) and for each p € pos(B), if the variable y in
position p of C is not mapped to the critical constant * via £ and
B|p is an exported variable, this means that the variable sitting in
position p of B should not be exported (see first condition in line 16).
Similarly, if the variable sitting in position p of B is mapped to a
different constant than the one that y maps via &, then this means
that the variable sitting in position p of B introduces an unsafe
Jjoin (see second condition in line 16). In the presence of these
violations, we must replace variable x in position p of B, either by
a variable that was used in a prior step of the repairing process,
line 17-18), or by a fresh variable, lines 19-23. Otherwise, if there
is no violation so far, then we add the mapping {x — &(y)} to
¥, if it is not already there, lines 24-25. Finally, the algorithm
chooses the best repair according to the preference function,
lines 28-31.

PRrRoPOSITION 5.3. For any M = (S, T,%), any My = (S,V, V)
and any preference function prf, Algorithm frepair returns a map-
ping M’ = (S, T, %) that is partially-safe w.r.t. My on all instances
of S.

ProoF. (Sketch)From Proposition 5.2, amapping M = (S, T, %)
is partially-safe w.r.t. My = (S, V, V) on all instances of S, if for
each p € 3, there exists a homomorphism from body(u) into
Is (V) mapping each x € exported(p) into the critical constant .
Since for each y € ¥ frepair computes a set of repaired tgds Ry,
it follows that Proposition 5.3 holds, if such a homomorphism
exists, for each repaired tgd in R,. The proof proceeds as follows.
Let y& and /' denote the repaired s-t tgd and the homomorphism
¥ computed at the end of each iteration i of the steps in lines 12—
25 of Algorithm 3. Let also B denote the i-th atom in body ().
Since each C € C is an atom of distinct fresh variables, since &
is a homomorphism from C to Is(V) and since /(B') = p|;, it
follows that in order to prove Proposition 5.2, we have to show
that the following claim holds, for each i > 0:

Algorithm 3 frepair(Z, V, prf)

1: for each iy € ¥ do
2 vi=0,C:=0
3 for each B € body(y), where B = R(¥) do
4: create a vector of fresh variables i
5 create the atom C = R(%)
6 add (B,C) to v
7 addCtoC
8 Ry=0
9 for each homomorphism ¢ : C — Is(V) do
10: p=0,9:=0
1 fr =4
12: for each B € body(y,) do
13: C= V(B)
14: for each p € pos(B) do
15: x=Blp,y=Clp
16: if x € exported(p) and * # &(y) or x €
dom(¥) and ¥/(x) # é(y) then
17: if 3x’ s.t. (x,x") € p and ¥(x') = é(y)
then
18: Blp =«
19: else
20: create a fresh variable x’
21: add (x,x") to p
22: add {x' — &(y)} to Y
23: Blp =x’
24: else if x ¢ dom(y) then
25: add {x — é(y)} to ¥
26: if i # p then
27: add i, to Ry
28: if R, # 0 then f
29: choose the best repair p of i from R, based on prf
30: remove /1 from ¥
31: add g to =

32: return ¥

e ¢. ! is a homomorphism from the first i atoms in the
body of y, into Is(V) mapping each exported variable
occurring in BY, ..., B! into the critical constant *.

For i = 0, ¢ trivially holds. For i + 1 and assuming that ¢ holds
for i let C'*! = y(Bi*1), line 13. The proof of claim ¢ depends
upon the proof of the following claim, for each iteration p > 0 of
the steps in lines 14-25:

o 0. ¢i+1(Bi+1|P) = (y), where y = Ci+1|p.

The claim 0 trivially holds for p = 0, while for p > 0, it directly
follows from the steps in lines 16-25. Since ¢ holds for i, since
the steps in lines 16—-25 do not modify the variable mappings in
! and due to 6, it follows that ¢ holds for i + 1, concluding the
proof of Proposition 5.3. O

Example 5.4. We demonstrate an example of Algorithm 3.

Since Algorithm 3 focuses on Is(V) overlooking the actual
views in V, we will not explicitly define V. Instead, we will only
assume that the visible chase computes the instance

Is(V) = {R1(*, n1,nz), S1(n1, n2,n2), S1(ny, n3, %), S(ng, %, %) }

where ni—ns are labeled nulls. Consider also the mapping M
consisting of the following s-t dependency

R1(x,4,2) A S1(y, 2. 2) — T1(x,2) (1)



Note that M is not partially-safe. Algorithm 3 computes two
repairs for y11 by applying the steps described below. First, it com-
putes the atoms Ry (x1, x2, x3) S1(x4, x5, x¢) and adds them to C,
lines 3-7. Then, it identifies the following three homomorphisms
from C into Is(V):

& = {x1 P %X N1, X3 B N2, X4 > N1, X5 N, X > Na}
& = {x1 P %,x2 P N1, X3 > N2, X4 > Np, X5 > N3, X6 > %)

& = {x1 > %,X2 > N1, X3 > N2, X4 > N1, X5 5 %, X6 > %)

From &), we can see that the joins in the body of y; are safe;
however, it is unsafe to export z. From &, we can see that is safe
to reveal the third position of S1; however, it is unsafe to join the
second and the third position of S;. Algorithm 3 then iterates over
& and &, line 9. When B = Ry (x,y,z) and p < 3, Algorithm 3
computes ¢ to {x + #7y — ni}, since there is no violation
according to line 16. When B = Ry (x, y, z) and p = 3, however, a
violation is detected. This is due to the fact that z is an exported
variable and &(x3) = ny. Algorithm 3 tackles this violation by
creating a fresh variable z;. Then, it adds the relation (z, z1)
to p, replaces z in B|3 by z; and adds the mapping {z; — nz}
to ¢, lines 19-23. Algorithm 3 then considers S; (y, z, z). When
p = 1, no violation is encountered, since ¥/ (y) = & (x4). However,
when p = 2, a homomorphism violation is encountered, since z is
an exported variable and since £(x3) = ny. Since (z,z1) € p and
¥(z1) = & (xs5), Algorithm 3 replaces z in the second position of
S1(y, z, z) by z1, line 19. By applying a similar reasoning, we can
see that the variable z siting in S (y, z, z)|3 is also replaced by z;.
Hence, the first repair of p is

Ri(x,y,21) A Si(y,z1,21) = Ti(x) (r1)

Algorithm 3, then proceeds by repairing y1 based on &. When
B = Ri(x,y,z), Algorithm 3 proceeds as described above and com-
putes ¥ to {x > %,y > ny,z; — n2}. When B = S1(y, z,z) and
p = 1, then no violation is encountered since /(y) = &1 (x4), while
when B = S1(y, z, z) and p = 2, there is a violation. Since the con-
dition in line 18 is not met, Algorithm 3 creates a fresh variable
z and adds the mapping {zz + n3} to . When B = S1(y, z, 2)
and p = 3, then no violation is met, since z € exported(u) and
& (x6) = *. Hence, the second repair of i is

Ri(x,y,2z1) A S1(y, z2,2) — T1(x, 2) (r2)
Finally, we can see that the repair for yy w.rt. & is

Ri(x,y,21) AS1(y,2,2) = T1(x,2) (r3)

5.2 Computing safe mappings

Unifications of one or more labeled nulls occurring in I; with the
critical constant *, might lead to unsafe instances. Consider, for
instance, a simplified variant of Example 1.1, where ¥¢; comprises
only pe and .. Both p, and p, are partially-safe, as we have
explained above. However, the unification of the labeled nulls nj,
and n¢ produces an unsafe instance. Algorithm 4 aims at repairing
the output of the previous step, such that no unsafe unification
of a labeled null with * takes place.

Consider again the simplified variant of £5; from above. Since
3¢t is partially-safe, it suffices to look for homomorphism viola-
tions in I;, for i > 1. A first observation is that the homomorphism
violations are “sitting" within the bags. This is due to the fact that
each bag stores all the facts associated with the bodies of one or
more s-t tgds from Xg;. A second observation is that one way for
preventing unsafe unifications is to hide exported variables. For
example, let us focus on the unsafe unification of ne with *. This

unification takes place due to €1, which in turn has been created
due to the fact that e is an exported variable in .. By hiding the
exported variable e from p,, we actually prevent the creation of
€1 and hence, we block the unsafe unification of e with *. Hiding
exported variables is one way for preventing unsafe unifications
with the critical constant. Another way for preventing unsafe
unifications is to break joins in the bodies of the rules.

Example 5.5. This example demonstrates a second approach
for preventing unsafe labeled null unifications.

Consider a set of policy views V leading to the following in-
stance Is(V) = {R1(n1, ny, %), Ry (%, %,n2),S1(*)}, where n; and
ny are labelled nulls. Consider also the mapping M consisting of
the following s-t dependencies:

Ri(x,x,y) AS1(y) — T1(y) (12)
Ri(x, x,y) — Ta(x) (13)

It is easy to see that M is partially-safe, but unsafe in overall.
Indeed, Is(X) will consist of the following bags (for presentation
purposes, we adopt the notation from Example 4.5):

(4;.0:)
T1(¥) ——= Ry (n3, 3, %), S ()
o
To0e) 20, R (o)
(€3,03)

R1(n3, n3, ), S1(*) —— Ry(*,*,%),S1(*)

where €3 := Ri(x,x,y) = x =%,0; = {y — *},0, = {x — =} and
03 = {x — ns3,y — =}. Note that €3 has been created out of ys,
since there exists a homomorphism from body(y3) into Ry (ns, n3, *)
mapping the exported variable x into ns.

One approach for preventing the unsafe unification of n3 with
* is to hide the exported variable x from p3. By doing this, we
block the creation of ¢, and hence the unsafe unification.

A second approach is to keep x as an exported variable in 3,
but modify the body of pz by breaking the join between the first
and the second position of Ry

Ri(x,z,y) AS1(y) — T1(y) (1)

By doing this, we prevent the creation of ¢, since the instance
computed at line 2 of Algorithm 1 would consist of the facts
R1(ns, ns, %), Ry(%, %, ng), S1(*) and, hence, there would be no
homomorphism from body(y3) into it. Note that the modification
of piz to pij is safe. Intuitively, this holds, since we break joins,
and thus, we export less information.

Before presenting Algorithm 4, we will introduce some new
notation. The depth of each bag f, denoted as depth(f), coin-
cides with the highest derivation depth of the facts in f. The
support of a bag 8, denoted as =, is inductively defined as fol-
lows: if depth(f) = 1, then = = f8; otherwise, if depth(f) > 1,
then Uﬁ/<ﬁﬂ’<. Consider an active trigger h for § in I lead-
ing to the creation of a bag . We use the following notation:
dependency(p) = d, trigger(f) = hand premise(f) = h(body(9)).
Two bags f1 and f; are candidates for modifyBody if 1 < S,
depth(f1) = 1, depth(f2) = 2 and there exists at least one re-
peated variable in the body of tgd(f1).

Algorithm 4 presents an iterative process for repairing a partially-
safe 3, by employing the three ideas we described above: checking
for homomorphism violations within each bag and preventing
unsafe unifications either by hiding exported variable, or by mod-
ifying the bodies of the s-t tgds. In brief, at each iteration i > 0,
the algorithm repairs one or more dependencies from ¥;, where
>0 = X, and incrementally computes the visible chase of the new



Algorithm 4 srepair(2, V, prf, n)

Algorithm 5 hideExported (S, V, prf)

1 29 =2

2: By := visChaseg(X)

3:1:=0

4: do

5: i1 =2

6: cont := false

7: if 3 unsafe f € B;, s.t. depth(f) < depth(f’), V unsafe
bag f’ € B; then

8: cont := true

9: if i < n then

10: r1 = 0; r := hideExported(f, V, prf)

11: if 3By, B2 € B, s.t. Py, P2 are candidates for
modifyBody then

12: r1 := modifyBody(tgd(f1), tgd(p2), prf)

13: if r1 # 0 and it is preferred over ry w.r.t. prf then

14: remove tgd(f;) from ;41

15: add r; to 241

16: else

17: remove tgd(f) from ;1

18: add rp to 241

19: else

20: if 3p’, s.t., p < B’ € B; then

21: add hideExported(f, V, prf) to 241

22: else remove tgd(f) from X4

23: compute Jiyq from X2;, ¥;41 and B;

24: i=i+1

25: while cont and i < n
26: return X,

set of dependencies, lines 4-25. Algorithm 4 terminates either
when the dependencies are safe, or when the maximum num-
ber of iterations n is reached, line 25, in which case it repairs
all unsafe dependencies by hiding their exported variables. The
algorithm starts by initializing Xy to X, lines 1. Then, at each
iteration i, it first identifies the lowest depth unsafe bag, line 7,
and attempts to repair the dependencies from X; that lead to its
creation, lines 7-22. If i < n, it proposes two different repairs for
3, one based on hiding exported variables through hideExported
(Algorithm 5), and the second based on eliminating joins through
modifyBody (Algorithm 6), lines 10-19. Algorithm 4 applies the
modifyBody if there exist two bags in the support of § that are
candidates for modifyBody. Informally, Algorithm 4 tries to ap-
ply modifyBody as early as possible (condition depth(f;) =1,
depth(f2) = 2) and when there are one or more repeated vari-
ables in the body of tgd(f1) (recall Example 5.5). Otherwise, if
i = n, it either applies the function hideExported, or it eliminates
the s-t tgds that are responsible for unsafe unifications.

Note that when we reach the maximum number of itera-
tions we do not apply modifyBody. This is due to the fact that
modifyBody might lead to unsafe unification of labeled nulls to
* that were not taking place before the modifying the s-t tgd
through modifyBody. In contrast, hideExported is a safe modifi-
cation, since it does not lead to new unsafe unifications.

THEOREM 5.6. For any partially-safe M = (S, T, %),
any My = (S,V,V), any preference function prf and n > 0, Al-
gorithm srepair returns a mapping M’ = (S, T, ') that preserves
the privacy of My on all instances of S.

Proor. (Sketch) Since srepair takes as input a partially-safe
mapping M = (S, T, %), it follows from Definition 5.1 that there

: J = premise(f)
vi=0
: for each n € Nulls occurring into J do
add {n — x} to v, where x is a fresh variable
: R = 0
: for each & : v(J) — Is(V) do
p = tgd(f)
for each x € dom(¢) do
if £(x) # = then
10: for each y € exported(y) do
11: if 7(y) = v_1(x), where 7 = trigger(/) then
12: remove y from exported(y)
if y # tgd(p) then
14: add pto R
: choose the best repair p;, of i from R based on prf
return y,
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Algorithm 6 modifyBody(y1, p2, prf)
: R=0
2: if 3 one or more repeated variables in body(y;) then
3: for each ¢:body(uz) — body(y1) mapping some
x1 € exported(pq)
into some x ¢ exported(yz) do

4: Let B C body(p1), s.t. £(body(y2)) = B

5 Let V be the set of repeated variables from B

6: Let P be the set of positions from B, where all vari-
ables from V occur

7: for each non-empty S C P do

8 Hi=m

9: replace the variables in positions S of y by fresh
variables

10: add pto R

11: choose the best repair g, of y from R based on prf
12: return p,

exists a homomorphism from chase(£~1, Crty) \ Crty into Is (V).
Furthermore, from Proposition 5.2, we know that for each p € %,
there exists a homomorphism from body(y) into Is(V) map-
ping each x € exported(y) into the critical constant *. Due to
the above, since the steps in lines 16-20 of Algorithm 1 do not
introduce new labeled nulls and since srepair applies the pro-
cedure hideExported to each unsafe bag f in By, if there does
not exist a bag f’ € By, such that § < f, it follows that M’ pre-
serves the privacy of My on all instances of S, if hideExported
prevents dangerous unifications of labeled nulls with the critical
constant in line 4 of Algorithm 1. In particular, assume that we
are in the n-th iteration of the steps in lines 4-25 of Algorithm 4.
Let 59,..., BM be the unsafe bags in By,. Assume also that for
each1<I<M, ,BL was derived due to some active trigger hl,
for some derived egd el ex.in I;, where j > 0, line 17 of Algo-
rithm 1. Let p! = tgd(¢l), for each 0 < | < M and let ,u£ be the
repaired s-t tgd. Finally, let ﬁ?H_I, . ﬂf;{rl be the bags in B41,
line 23 of Algorithm 4. Based on the above, in order to show that
Theorem 5.6 holds, we need to show that (i) the number of bags
in Bu41 is < the number of bags in B, and that (ii) the s-t tgds

in (Z \ U?ﬁo ,ul) U U?;IO ,u£ are safe. In order to show (i) and (ii),
we consider the steps in Algorithm 5: for each 1 < I < M, each
exported variable y occurring in y, which leads to an unsafe



min | max | step
# s-t tgds per scenario (ngep) 100 | 300 | 50
# body atom per s-t tgds (naroms) 1 3(5) -
# exported variables per s-t tgds (nyars) 5 8 -

Table 1: Properties of the generated iBench scenarios.

unification, line 11 of Algorithm 5, is turned into a non-exported
variable. O

By combining Proposition 5.3 and Theorem 5.6 we can prove
the correctness of Algorithm 2. Furthermore, if the preference
function always prefers the repairs computed by hideExported
from the repairs computed by modifyBody, we can show the
following:

PROPOSITION 5.7. For each mapping M = (S, T, %), each My =
(S, V,V) and each preference function prf that always prefers the
repairs computed by hideExported from the repairs computed by
modifyBody, Algorithm 2 returns a non-empty mapping that is
safe w.r.t. My, if such a mapping exists.

Proor. (Sketch) From Algorithm 3, we can see that frepair
always computes a non-empty partially-safe mapping, if such
a mapping exists. Note that a mapping, where no variable is
exported and no repeated variables occur in the body of the s-
t tgds is always partially-safe as long as, the predicates in the
bodies of the s-t tgds are the same with the ones occurring in
the policy views. Please also note that such a mapping is always
considered by frepair. The above argument, along with the fact
that a partially-safe mapping can be transformed into a safe
one by turning exported variables into non-exported ones by
means of the function hideExported, shows that Proposition 5.7
holds. ]

6 EXPERIMENTS

We gauge the efficiency of our repairing algorithm on two types
of preference function: a hardcoded one and a learning-based
preference function.

We evaluated our algorithm using a set of 3.6K diverse map-
ping scenarios each of which consisting of a set of policy views
and a set of s-t tgds. The characteristics of the scenarios are
summarized in Table 1. In each scenario, we used a different num-
ber of s-t tgds Ndeps @ different number of body atoms ngroms
and a different number of exported variables nyqrs. The source
schemas and the policy views have been synthetically generated
using iBench, the state-of-the-art data integration benchmark
[2]. We considered relations of up to five attributes and we cre-
ated mappings using the iBench configuration recommended by
the authors of [2]. We generated a set of varied policy views by
applying the iBench operators copy, merge, deletion of attributes
and self-join, each of which has been applied 10 times.

We implemented our algorithm in Java and we used the Weka
library [16] that provides an off-the-shelf implementation of the k-
NN algorithm for the learning-based preference function. We ran
our experiments on a laptop with one 2.6GHz 2-core processor,
16Gb of RAM, running Debian 9.

In the remainder, all data points have been computed as an
average on a total of 5 runs preceded by one discarded cold run.
Running time of repair. First, we study the impact of the num-
ber of s-t tgds and body atoms on the running time of repair. We
adopt a fixed preference function that chooses the repair with
the maximum number of exported variables. In case of ties, the

10

golden standard golden standard

prediction | p ) prediction | p )
i 230 0 m 290 1
12 0 395680 12 42 395577

(a) Pypax confusion matrix. (b) Pgyy confusion matrix.

Table 2: Confusion matrix for the golden standards.

repair with the maximum number of joins is preferred. We vary
the number of s-t tgds from 100 to 300 by steps of 50 and the
number of body atoms from 3 to 5, respectively. The obtained
results are shown in Figure (3a), illustrating the fact that the
median repairing time is less than 1.5s in most cases. For the
most complex scenario containing up to five body atoms per s-t
tgd, the median running time is less than 8s with 71s being the
maximum. These results clearly show the high performance of
our repair method along with its scalability. The reader should
keep in mind that the repairing process is triggered prior to ex-
changing the data between source and target and might be rerun
each time a mapping (set of s-t tgds) is modified or each time a
policy view is modified, thus bringing the overhead to be quite
reasonable in both cases.

Figure (3b) shows the time breakdown for repair. The first bar
shows the average running time to run the visible chase over the
input s-t mappings, the second one shows the average running
time for checking the safety of the computed bags and the third
one shows the average running time for repairing the s-t tgds.
The results show that the repairing time is 32x greater than the
time to compute the visible chase and 40x greater than the time
to check the safety of the chase bags for scenarios with 300 s-t
tgds. In the simplest scenarios, these numbers are much lower
(reduced to 5x and 9x, respectively). Overall, the absolute values
of the rewriting times are kept low (of the order of few seconds)
for all these scenarios and gracefully scale while increasing the
number of s-t tgds and the number of atoms in their bodies.
Time breakdown between frepair and srepair. Figure (3c) shows
the average running time for frepair and srepair for the consid-
ered scenarios. We can see that srepair is the most time-consuming
step of our algorithm. We can also see that the running time of
srepair increases more in comparison to the running time of
frepair when increasing the number of the s-t tgds and the num-
ber of atoms in their bodies. This is due to the incurred overhead
during the incremental computation of the visible chase after
repairing a s-t tgd (line 23 of Algorithm 4). Figure (3d) shows
the correlation between the number of active triggers detected
while incrementally computing the visible chase and the run-
ning time of srepair for scenarios with 100 s-t tgds using the
ANOVA method (p-value < 2.2¢71%). Figure (3d) shows that the
most complex scenarios lead to the detection of more than 45, 000
active triggers. Despite the high number of the detected active
triggers, the running time of srepair is kept low thus confirming
its efficiency.

Leveraging learning-based preferences. We adopted the fol-
lowing steps in order to evaluate the performance of our learning
approach. First, we defined the following two golden standard
preference functions that we will try to learn:
® Prax, which chooses the repair with the maximum num-
ber of exported variables and in case of ties, it chooses the
repair with the maximum number of joins.
® Pyyg, Which computes the average number of exported
variables and joins for each repair, and choose the one
with the maximum average value.
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Figure 3: Summary of the performance-related experimental results.
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Figure 4: Repairing times with ML classifiers.

For both preference functions, we created a training set of 10, 000
measurements for the k-NN classifier by running the repairing al-
gorithm on fresh scenarios of 50 s-t tgds and five body atoms per
s-t tgd. For each input vector (§y, §7) whose repair we wanted to
predict, we computed the Euclidean distance between (Sry, d7)
and the vectors of the training set. We also set the value of pa-
rameter k to 1. This parameter controls the number of neighbors
used to predict the output. Higher values of this parameter led to
comparable predictions and are omitted for space reasons. Finally,
we used the trained k-NN classifier as a preference function in
srepair, rerun the above scenarios and compared the returned re-
pairs with the ones returned when applying the golden standards
Pmax and Pgyg as preference functions.

Learning Py, 4. Table (2a) (left) reports the confusion matrix
associated to learning Pyqx, including the choices made by the
k-NN classifier during its iterations.

Let us call 1 and o two possible repairs of an s-t tgd as evalu-
ated by the k-NN classifier. We can observe that the prediction of
11 was correct (and equal to the golden standard in the training
set) in 230 cases, while the prediction of yz was correct in 395,680
cases.

This confirms the fact that py is the best repair across the
iterations of the k-NN algorithm and is also chosen in case
and yip are equally weighed by the preference function.

Furthermore, we also report the accuracy of learning the pref-
erence function, obtained by measuring the closeness of the
learned mapping to the golden standard mapping.

We used the Matthews Correlation Coefficient metric (MCC)
[3] to compare the repairs returned by the trained k-NN classifier
and the ones returned when applied Pj,qx. This is a classical
measure that allows to evaluate the quality of ML classifiers when
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ranking is computed between two possible values (in our case,
the choice between p1 and ). This measure has been computed
using the following formula:
Ni,1 X Naz — N1z X Nojy

V(N11 +Ni2) (N1 + Naj1) (No2 + Ni2) (N22 + Nojp)
where Nj ; is the number of predictions of y; when p; is ex-
pected. Thé results of MCC range from —1 for the cases where
the model perfectly predicts the inverse of the expected values,
to 1 for the cases where the model predicts the expected values.
The value MCC = 0 means that there is no correlation between
the predicted value and the expected one. By applying MCC to
the learning of Py,qx, we observed that the data are clearly dis-
criminated, thus leading to high-quality of our prediction in this
case (MCC =1).

Learning Pgyg. Table (2b) (right) shows the confusion matrix
associated to learning Pgyg. We can see that the predictions are
less accurate in this case. The data is not as clearly discriminated
as before, leading to a fairly negligible error rate (< 0.02%). How-
ever, the latter is still acceptable for learning, since only < 0.02%
of the predictions are erroneous. This is corroborated by an MCC
value equal to 0.93, thus leading to a fairly acceptable quality of
the prediction in this case too.

Running time of repair with ML classifiers. In the last ex-
periment, we want to measure the impact of learning on the
performance of our algorithm. To this end, we compare the run-
ning time of repair when adopting a hard-coded preference func-
tion (as in the results reported in Figure 3) and when adopting a
learned preference function. Figure 4 shows the running times
for the same scenarios used in Figure 3. We can easily observe
that the runtimes are rather similar with and without learning
and the difference amounts to a few milliseconds. This further
corroborates the utility of learning the preference function and
shows that the learning is robust and does not deteriorate the
performances of our algorithm.

Qualitative study. In order to illustrate the utility of our ap-
proach, in this experiment we study possible rewritings of a
mapping defined over the NHS schema.The NHS schema focuses
on storing information concerning patients admitted in hospi-
tals. Here, we consider the dependencies involving general in-
formation on patients. This includes administrative information

MCC =




Relation #atts
birth 34 Relation #atts
patient 17 birth_export 34
mothers_social _data 8 patient_export 17
pis_e_prescribing 27 pis_e_prescribing_export 27
death 50 death_export 50
(a) Source schema characteristics (b) Target schema characteristics

Relation #atts

link_death_drugs 3

death_causes 20

prescribed_drugs_evolution 9

mothers_social 8

fathers_social 6

(c) Policy views schema characteristics

(1) birth(...) — birth_export(...)

(2) patient(...) — patient_export(...)

(3) pis_e_prescribing(...) — pis_e_prescribing_export(...)
(4) death(...) — death_export(...)

(d) Mapping over NHS

death(...) A pis_e_prescribing(...) — link_death_drugs_data(...)
death(...) — death_causes(...)
pis_e_prescribing(...) — prescribed_drugs_evolution(...)
birth(...) A patient(...) — mother_social(...)
birth(...) — fathers_social(...)

(e) Policy views over NHS

Table 3: Properties of the NHS dataset.

Rewrited | #possible | #frontier variables in repairs
tgd repairs min max
(1) 3 25 29
() 2 13 14
3) 2 18 18
(4) 2 25 25

Table 4: Properties of the repairing process.

(relation patient in the source schema), social and medical infor-
mation on the patient himself (relations birth and death), social
data on patients’ mothers (relation mother_social_data) and in-
formation on drugs prescriptions (relation pis_e_prescribing).

The characteristics of the source schema are summarized in
Table 3a. The mapping to rewrite and the characteristics of its
target schema are summarized in Tables 3d and 3b, respectively.
The set of policy views and the characteristics of their target
schema are reported in Tables 3e and 3c, respectively.

The link_death_drugs_data view allows to link the prescribed
drugs with patient pathology, but no personal information is ex-

ported to prevent the identification of the patient. The death_causes

view gives access to the causes of death of the admitted patients.
The prescribed_drugs_evolution view gives access to drug pre-
scriptions information without any identifying information. The
mother_social and fathers_social views give access to patients’
mothers and fathers social information.

In Table 4, we show the number of possible repairs for each
tgd in Table 3d. It can be seen that the tgd (1) has three possible
repairs, exporting from 25 to 29 variables, respectively. Anal-
ogously, the tgd (2) leads to two possible repairs, allowing to
export from 13 to 14 variables each. Both tgds (3) and (4) lead to
two possible repairs, with a constant number of exported vari-
ables for each tgd. These rewritings are distinguished by the
exported variables, and one can decide to choose which repair-
ing fits best her needs either visually or by leveraging the user
preference function, as shown in our previous experiment.

7 CONCLUSION

We have studied the problem of data exchange in the presence
of privacy restrictions expressed as policy views on the source

12

schema. We have proposed a repairing process for the mappings
that are unsafe under the source policy views. Our approach is
inherently data-independent and leads to repairing the mappings
guaranteeing privacy preservation at a schema level. As such,
our approach is orthogonal to several data-dependent privacy-
preservation methods (such as differential privacy methods), that
can be used on the source and target instances to further corrob-
orate the privacy guarantees. The study of such fruitful combi-
nations of methods is devoted to future work.

We also envision several other extensions of our work, such as
the study of more expressive GLAV mappings and the interplay
between data-independent and data-dependent privacy methods
as well as the usage of other learning methods.
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DomainNet: Homograph Detection for Data Lake
Disambiguation
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ABSTRACT

Modern data lakes are deeply heterogeneous in the vocabulary
that is used to describe data. We study a problem of disambigua-
tion in data lakes: how can we determine if a data value occurring
more than once in the lake has different meanings and is therefore
a homograph? While word and entity disambiguation have been
well studied in computational linguistics, data management and
data science, we show that data lakes provide a new opportunity
for disambiguation of data values since they represent a massive
network of interconnected values. We investigate to what extent
this network can be used to disambiguate values.

DomainNet uses network-centrality measures on a bipartite
graph whose nodes represent values and attributes to determine,
without supervision, if a value is a homograph. A thorough exper-
imental evaluation demonstrates that state-of-the-art techniques
in domain discovery cannot be re-purposed to compete with
our method. Specifically, using a domain discovery method to
identify homographs has a precision and a recall of 38% ver-
sus 69% with our method on a synthetic benchmark. By apply-
ing a network-centrality measure to our graph representation,
DomainNet achieves a good separation between homographs and
data values with a unique meaning. On a real data lake our top-
200 precision is 89%.

1 INTRODUCTION

Data lakes are large repositories where the metadata, including
table names, attribute names, and attribute descriptions may be
incomplete, ambiguous, or missing [32]. Modern data lakes are
heterogeneous in many different ways: semantics, metadata, and
data values. We consider the problem of determining if a data
value (i.e., the value of an attribute in a table) that appears more
than once in the data lake has a single meaning. A data value
with more than one meaning is a homograph. We illustrate the
data lake disambiguation problem through an example.

ExAMmPLE 1.1. Consider the small sample of a data lake in Fig-
ure 1, showing four tables about different topics. T1 is about cor-
porate sponsorship for efforts to save at-risk species, T2 is about
populations in zoos, T3 is about car imports, and T4 is about corpo-
rate sales. Without disambiguation, a simple keyword search for
Jaguar will return a very heterogeneous set of tuples.

One approach to tackle this problem would be to apply document
disambiguation by treating tables as documents. Such techniques
are excellent at discerning topics in natural language documents
and using this information to further disambiguate the words. How-
ever, because of the nature of tables that are often used to express
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T1|Donor At Risk Donation T2|name locale num
Google Panda 1M Panda Memphis 2
Volkswagen Puma 2M Panda Atlanta 2
BMW Jaguar 0.9M Lemur National 20
Amazon Pelican 1.5M Jaguar San Diego 8

Talcl 2 Cs T4 ;\Iame Revze;l;g ;;Zai

aguar .

?ﬁus JTaflg‘lt; }jﬁKaH Puma 464 13000

500 Fia}; Itfl Apple 456 370870

Y Toyota 123 123456

Figure 1: Running example with Jaguar and Puma having multi-
ple meanings. How can we use co-occurrence information across
a data lake to discern different meanings?

relationships between different types of entities and values, distin-
guishing between a donor table T1 and a zoo table T2 that contain
within them synonyms for animals while also being about very dif-
ferent topics (donations and zoos) is a difficult task. Distinguishing
between car manufacturers T3 and corporations T4 can be even
harder because of the prevalence of numerical values.

Entity resolution and disambiguation methods commonly as-
sume a small set of tables about a small number of entity types
(which may have the same or different schemas). In contrast, in
a data lake the values to be disambiguated may appear in hun-
dreds of tables about very different entity types and relationships
between them. The ambiguous values need not be named entities,
but may be descriptors or any data value in a table. This makes
entity resolution inapplicable, but opens up new opportunities to
use the large network of values and co-occurrences of values in the
lake in new ways.

In entity resolution (ER) [9], the idea is to determine if two
(or a set of) tuples refer to the same real-world entity or not. An
important assumption in ER is that the tables being resolved are
about the same (known) entity types. As an example, given a set
of tables about papers that include authors as data values, we
can determine if two tuples refer to the same paper (have the
same meaning). As a by-product of entity resolution, a data value,
for example “X. Wang,” may be identified as an ambiguous data
value that refers to more than one real-world entity. Schema-
agnostic ER techniques have been proposed that do not assume
the entities are represented by the same schema [37]. However,
these approaches still assume the tables being resolved represent
entities of the same type.

In our problem, we are not starting with a small set of tables
that are known to refer to the same type of real-world entities,
e.g., customers or research papers. We want to understand in a
data lake with a massive number of tables if the value “Puma”

10.5441/002/edbt.2021.03
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in T1 (see Figure 1), Attribute At Risk refers to the same real-
world concept (not necessarily an entity) as “Puma” in Table T4,
Attribute Name.

Disambiguation of words in documents has also been heavily
studied [4, 24, 43, 49]. Solutions often rely on language structures
or labeled training data. In contrast to documents, which are free
text, tables are structured and lack the same intuitive notion of
context. While plenty of research has explored disambiguation
of documents, to the best of our knowledge there is no work on
disambiguation of data lakes. This is of importance because data
lakes can contain many data values that have different meanings.
As an example, “Not Available” is a well known way to represent
NULL values in a table. “Not Available” is not ambiguous from a
natural-language point of view. However in a data lake it may
appear in multiple attributes corresponding to names, telephone
numbers, IDs etc., making “Not Available” a homograph meaning
“unknown name” or “unknown number;,” etc.

Determining if a value in a data lake has a single or multiple
meanings is unexplored territory. We define data lake disam-
biguation as follows:

DEFINITION 1 (DATA LAKE DISAMBIGUATION). Given a data
lake containing a collection of tables with possibly missing, incom-
plete, or heterogeneous table and attribute names. For any data
value v that appears in more than one attribute (column) or table,
determine if it has a single meaning or more than one meaning.
The latter are called homographs.

A homograph is not necessarily a single word from a dictionary
or a vocabulary. In a data lake, a homograph can be a phrase,
initialism (e.g., “NA”), identifier, or any blob (data value). We
do not assume homographs to be named entities; they can be
adjectives or another part of speech. Homographs arise naturally
from words used in different contexts, e.g., the classic example
of Apple as a fruit or a company, or Jaguar in Example 1.1. They
can also arise due to errors, e.g., when animal color “yellow” is
accidentally entered in the habitat column. We consider this now
ambiguous value a homograph. Notice that updates to the data
lake can change a homograph to a value with a single meaning,
e.g., when the table with the only alternative meaning is removed;
and vice versa.

In this work, we examine the global co-occurrence of data
values within a data lake and how such information can be used
to disambiguate data values. We show that a local measure is
not sufficient and motivate why and how the full network of
value co-occurrences enables effective disambiguation. This net-
work exploits table structure and had not been considered in the
most commonly studied disambiguation problems such as named-
entity disambiguation and entity resolution. Its disambiguation
power comes at a price: The value co-occurrence information
is massive and it is not obvious how to process it efficiently for
disambiguation.

Contributions. We address the data lake disambiguation
problem using a network-based approach called DomainNet. Our
main contributions are as follows.

e We define the problem of homograph detection in data lakes.
Homographs may arise in tables that do not represent the
same (or even similar) types of entities, and hence cannot be
identified using entity resolution and disambiguation. They
may not even be words in natural language and do not ap-
pear in natural-language contexts, making language models
ineffective.
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e We present DomainNet, a network-based approach to deter-
mine if a data value appearing in multiple attributes or tables
is a homograph. DomainNet is motivated by work on commu-
nity detection where a community represents a meaning for a
value (e.g., animal or car model). A homograph is then a value
that occurs in multiple communities. However, in the homo-
graph detection problem (i) there are an unknown and possibly
large number of meanings for a value and (ii) our goal is to
find values that span communities, not the communities. We
identify two measures for finding such community-spanning
values, the local clustering coefficient [48] and the betweenness
centrality [16], and empirically evaluate their usefulness in
homograph detection.

e We present an evaluation on a synthetic dataset (with ground

truth), studying the performance of both centrality measures

and motivating the use of the more computationally expensive
betweenness centrality. We compare DomainNet to a recent
unsupervised domain detection algorithm D* [36] (any value

belonging to multiple domains is a homograph). D* achieves a

precision and a recall of 38% whereas DomainNet reaches 69%.

We create a disambiguation benchmark from the real data used

in a recent table-union benchmark [33] and show that we can

effectively find naturally occurring homographs in this data

(89% of the first 200 retrieved values are homographs based on

ground truth). We also systematically introduce homographs

into real data and show that betweenness centrality achieves

85% accuracy when homographs are injected into both small

and large attributes, and over 97% accuracy when homographs

are all injected into attributes with at least 500 distinct values.

We show that DomainNet is effective even when there is high

variance in the number of meanings of different homographs.

To illustrate the importance of homograph discovery, we show

the impact that as few as 50 homographs (injected into a clean

unambiguous real data lake) can have on a domain discovery
algorithm [36]. As the number of of homographs increases, the
accuracy of the domain discovery algorithm deteriorates.

The scalability of our approach depends on the size of the data

lake vocabulary (the number of values) and on the density

of the network (number of edges). We use real data (from

NYC open data) with a vocabulary size of 1.5M to show that

we can compute the DomainNet network in 3.5 min and find

homographs in 27 min using an approximation of betweenness
centrality based on sampling.

The remainder of this paper is organized as follows. In Sec-
tion 2 we discuss existing work in disambiguation. In Section 3
we introduce our approach and describe how applying central-
ity measures on a graph representation of the data lake can be
used to identify homographs. Section 4 summarizes the datasets
used in our experimental evaluation presented in section 5. We
conclude and outline possible future directions of our work in
Section 6. For further information, please visit our project page
at https://northeastern-datalab.github.io/table-as-query/

2 FOUNDATIONS OF DISAMBIGUATION

Disambiguation has been studied in several contexts in NLP, data
management and broadly in Al and data science. We analyze how
this work can be applied to disambiguation in data lakes.

2.1 Entity Resolution

Entity Resolution (ER) identifies records (also called tuples) across
different datasets (or sometimes corpora) that represent the same



real-world entities. ER is generally applied to structured and
semi-structured data including tables and RDF triples [18]. Some
ER approaches also identify ambiguous values as part of the
resolution process. For example, using collective entity resolution
over two types of tables (e.g., papers and authors) one can identify
if a value, say “X. Wang,” refers to different authors [3]. Similarly
in familial networks, one can resolve synonyms (different values
that refer to the same person) and identify homographs (same
value used to refer to different people) [26].

ER assumes that the information to be resolved or disam-
biguated is of a single known type (e.g., resolving customer tuples
or patient records) or a small set of types (e.g., authors, their pa-
pers, and publishing venues). Some work, called schema-agnostic
ER, does not require that all data be represented using the same
schema [9]. However, all these approaches start with the assump-
tion that two or more tables (or corpora) are describing the same
type of entities [37, 38, 42].

In data lake disambiguation, we seek to find ambiguous val-
ues even when we do not know what type of entities a table is
describing. We also do not know if different tables are describing
the same or different entities. Hence, we cannot apply collective
models or other resolution models that rely on this knowledge.

ExamMPLE 2.1. Given the four tuples with Jaguar: [BMW,
Jaguar, 0.9M], [Jaguar, San Diego, 8], [XE, Jaguar, UK],
and [Jaguar, 25.8, 432241, does Jaguar have the same mean-
ing? These four tuples correspond to four different types of facts:
donors and the amount they contribute to protect an endangered
species, animals in zoos, car models, and economic information
about companies. ER schema-agnostic algorithms are insufficient
in resolving (or disambiguating) values within these heterogeneous
tables because they rely on the hypothesis that the tables they
examine refer to the same type of real-world entity.

2.2 Semantic Type Detection

A possible approach to data lake disambiguation is to discover
semantic types for all attributes (columns) and then label a value
appearing in different semantic types a homograph. In the run-
ning example, identifying the semantic type of T1.At Risk and
T2.name as animal and mammal, respectively, and knowing that
mammals are animals, one can infer that Jaguar is not a ho-
mograph there. In contrast, recognizing T3.C2 is of type “Car
Manufacturer,” which is neither a sub- nor super-type of animals,
implies that Jaguar in T3 and T1 represents a homograph. Here,
we discuss different approaches to semantic type discovery and
to what extent they could be used for homograph detection.

Knowledge-based Techniques. There has been consider-
able work on semantic type detection in the Semantic Web com-
munity that uses external knowledge from well-known ontolo-
gies including DBpedia [28], Yago [46] and Freebase [5]. Most
solutions have been applied to Web tables [11, 12, 29] that are
small (in comparison to other data lakes) and have rich metadata
(table and attribute names).

Hassanzadeh et al. [20] use a map-reduce approach to find
similarity between a (column, data value) pair from a table with
a (class, instance label) pair from the Knowledge Base (KB). Ritze
et al. [41] match Web tables to DBpedia to profile the potential
of Web tables for augmenting knowledge bases with missing
information. These approaches cannot infer type information
for an attribute that it is not part of the KB. Unfortunately, the
coverage of values from data lakes in Open KBs is low (a recent
study reports about 13% [33]), limiting their applicability.

15

Supervised Techniques. An alternative are machine learn-
ing (ML) techniques that infer the semantic type of attributes.
ML solutions utilize a variety of graphical models (Conditional
Random Fields [19], Markov Random Fields [31]), as well as Multi-
level Classification [47], and Deep Learning [23]. Sherlock [23]
uses features about the values in an attribute to classify some of
the attributes in a data lake into one of 78 semantic types (like
address or horse jockey) [23]. A recent solution, called SATO [51],
augments this approach and shows that using row information
can improve the classification accuracy for the same 78 seman-
tic types. These approaches require large amounts of labeled
training data and are limited by the set of pre-defined types.

Unsupervised Techniques. Unsupervised semantic type dis-
covery algorithms have only recently started to be studied. We
discuss two unsupervised algorithms, one for semantic type dis-
covery, D* [36], and one for table unionability search [33].

D* provides an unsupervised approach with a focus on as-
sembling all the values of each semantic type in a data lake [36]
(these values are called a "domain"). They propose a data-driven
approach that leverages value co-occurrence information to clus-
ter values that are from the same domain. Heuristics attempt to
deal with ambiguous values that may appear in multiple domains.
In our context, D* can be used to label values that appear in mul-
tiple domains as homographs. This indeed serves as a baseline in
our experiments.

Table Union Search [33] solves a different problem. Given a
query table, they find a set of tables from the lake that are most
unionable with it. In order to do so, they provide several similar-
ity measures that are used collectively to calculate how unionable
two attributes are. This work can use both ontological and se-
mantic (word embedding) signals when present to determine
unionability over heterogeneous attributes, but does not attempt
to find or label homographs.

2.3 Disambiguation in Related Areas

Word-sense disambiguation (WSD) [24, 34], i.e., the task of identi-
fying which meaning of a word is used in a sentence, is an impor-
tant problem in computational linguistics. Although a human can
proficiently perform this task on a document, constructing algo-
rithms that perform this task effectively is still an open research
problem. Techniques proposed so far range from dictionary-based
methods, which use the knowledge encoded in lexical resources
(e.g., WordNet) [34], to more recent solutions in which a classifier
is trained for each distinct word on a corpus of manually sense-
annotated examples [39]. Additionally, completely unsupervised
methods have also been proposed that cluster occurrences of
words, thereby inducing word senses, i.e, word embeddings [24].
The aforementioned solutions rely on information (or latent infor-
mation) about the structure of sentences including grammatical
rules. Finally, while solutions that do not rely on grammar also
exist, they only operate on documents and not tables [4, 43].

Another relevant sub-task in Natural Language Processing is
Named-Entity Recognition (NER), which has been proposed as a
possible solution for disambiguation [49]. NER seeks to locate and
classify named entities mentioned in unstructured text into pre-
defined categories such as person names, organizations, locations,
etc. NER systems have been created that use linguistic grammar-
based techniques as well as statistical models [1].

A special case of the NER problem is the author name disam-
biguation problem [14, 44] Authors of scholarly documents often
share names which makes it hard to distinguish each author’s



work. Hence, author name disambiguation aims to find all publi-
cations that belong to a given author and distinguish them from
publications of other authors who share the same name. Different
solutions have been proposed using graphs [30]. However, the
graph structure proposed is largely domain specific. The graph
contains not only the information about the co-authorship and
published papers, but also venue of the paper published, year of
research activities and so on.

3 DISAMBIGUATION USING DOMAINNET

We now present our proposed solution, DomainNet!, for finding
homographs in a data lake.

3.1 Problem Definition

Recall from Definition 1 that a homograph is a data value that
appears in at least two attributes with more than one mean-
ing. Values that are not homographs are unambiguous values.
In data lakes, attribute and table names can be missing or mis-
leading (with many ambiguous terms like “name,” “column 2,
or “detail”) [32]. Well-curated enterprise lakes may have more
complete metadata, but even they do not follow the unique name
assumption—which states that different attribute names always
refer to different things. As a result, many data lake search ap-
proaches rely solely on the table contents [10, 13, 52, and others].
In a similar vein, in DomainNet, we investigate to what extent
data values and the co-occurrence of data values within attributes
can be used to determine if a value is a homograph.

EXAMPLE 3.1. In Figure 1, the data value Jaguar is a homograph
because it refers to the animal in Tables T1 and T2 and refers to
the car manufacturer in Tables T3 and T4. Other values such as
Panda and Toyota are unambiguous since they only have a single
meaning across all tables. Puma is also a homograph, appearing as
an animal and a company. Figure 2 displays which values co-occur
with Jaguar in the same column using an incidence matrix: the
vertical axis shows the different values, and the horizontal axis the
different attributes occurring in the data lake.

Note that homographs need not be values from a dictionary. They
can be any data value that appears in a table. Another example
of a homograph is the data value 01223 which in some attributes
may refer to a Massachusetts zip code and in others to an area code
near Cambridge, UK, and in yet others to the suffix of an Oil Filter
Element Replacement product code.

| Fiat Toyota Apple Puma Jaguar  Pelican Panda Lemur
T2.name 1 1 1
T1.At Risk 1 1 1 1
T4.Name 1 1 1 1
T3.C2 1 1 1

Figure 2: Incidence matrix: vertical axis attributes, horizontal
axis data values.

In a well-curated database or warehouse, we may know the
semantic meaning of each attribute (e.g., "Animal Name" vs. "Com-
pany Name") and can leverage it to identify homographs. How-
ever, in a dynamic, non-curated data lake, we cannot rely on this
information to be available.

IThe code for DomainNet and our benchmarks is available at https://github.com/
northeastern-datalab/domain_net.
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3.2 DomainNet: Viewing Values as a Network

In data lakes, without a priori knowledge of table semantics
or types, we take a network-based approach to understanding
the meaning of repeated data values. We propose to detect ho-
mographs using network measures. For that purpose, we can
interpret the co-occurrence information about values across dif-
ferent attributes using a network representation in which nodes
represent data values and edges represent the fact that two values
co-occur in at least one column (attribute) in the data lake.

ExAMPLE 3.2. In Figure 3, we depict the values from the same
four attributes shown in Example 3.1. Figure 3a shows the value
co-occurrence network. Notice that by removing both “Puma” and
“Jaguar” the remaining nodes become disconnected into two compo-
nents. This captures the intuition that those two values are pivotal
in that they bridge two otherwise disconnected meanings or graph
components.

Whereas this representation allows us to apply straightfor-
ward metrics from community detection, it comes at a high cost:
the representation uses more space than the original data lake.
The incidence matrix is sparse and has as many entries as there
are cells in the data lake (Figure 2). In contrast, the co-occurrence
graph increases quadratically in size with respect to the cardi-
nality of attributes (the size of the vocabulary) in the data lake
(Figure 3a). Consider a single column with 100 values. The inci-
dence matrix represents this information with 100 rows, 1 column,
and 100 entries. The co-occurrence graph represents this with
100799/2=4950 edges across 100 nodes.

Thus, we use a more compact network representation that
allows us (after some modifications) to apply network metrics to
discover pivotal points (Figure 3b). DomainNet uses a bipartite
graph composed of (data) value nodes and attribute nodes. The
attribute nodes represent the set of attributes and the value nodes
the set of data values across all attributes in the lake. Every data
value is treated as a single string, it is capitalized and has its
leading and trailing white-space removed to ensure consistent
comparison of data values across the lake. Notice that each data
value, even if found in multiple attributes, is represented by one
single value node in the graph. An edge is placed between a
value node and an attribute node if the data value appears in
the attribute (column) corresponding to that attribute node. Data
values that appear in more than one attribute are candidates for
being homographs.

ExAMPLE 3.3. Figure 3b, shows a portion of the DomainNet rep-
resentation for Figure 1 using only the four attributes of Example 3.1.

Toyota  Apple Values Attributes
Fiat Fiat T3.C2
Toyota
Apple T4.Name
Jaguar Puma Puma
Jaguar .
Lemur Pelican T1.At Risk
Panda
Panda  Pelican Lemur T2.name
(a) Co-occurrence graph (b) Bipartite graph

Figure 3: Two graph representations of a portion of Figure 1.

In the DomainNet bipartite graph, we call two data values
neighbors if they both appear in the same attribute (and hence
there is a path of length two between them in the graph). Similarly,



two attributes are neighbors if they have at least one data value
in common (and hence there is a path of length two between
them). For a data value node v, N(v) denotes the set of all its
value neighbors. We also define the cardinality of a data value
node v as the number of neighbors |N(v)|, which is the number
of unique data values that co-occur with o. If n is the number of
value nodes and a the number of attribute nodes, the number of
edges in a DomainNet graph over real data tends to be much less
thann - a.

Tables to Graph. Recent work on embedding algorithms in
relational databases [2, 7, 27] use a graph representation of tables.
Like DomainNet, they model values and columns as nodes. De-
pending on the problem addressed, some approaches also include
nodes for rows and tables. Like in our approach, column names
are not assumed to be present or unambiguous.

Koutras et al. [27] and Capuzzo et al. [7] use a tripartite graph
representation in which every value node is connected with its
column node and its row node. Such an approach works well for
the tasks of tuple-level entity resolution and for schema matching
(a similar task to semantic type discovery). We experimented
using both row and table information in DomainNet and found it
was not useful in disambiguating values. In our example, Panda
in T1 and T2 are not homographs, but the row information makes
them seem quite different and we did not find it helpful.

In contrast, Arora and Bedathur [2] use a homogeneous graph
using only data value nodes that are connected with each other
if they appear in the same row of the table. They do not use
the value co-occurrence information within a column, making
homograph detection using solely row context inappropriate in
large heterogeneous datasets.

3.3 Homograph-Disambiguation
Methodology

Intuitively, data values that frequently co-occur with each other
will form a latent semantic type or community in DomainNet,
with many paths of varying length between them. Homographs
will span two or more communities. Notice however that we do
not know a priori what the communities are or even how many
there are. While there is a rich literature on community detection,
many approaches require knowledge of the possible communities
such as the number of communities [8]. Others are parameter-
free, meaning they can learn the number of communities [21,
and others]. However, in our problem the number is not only
unknown, it may be massive. A data lake with just a modest num-
ber of tables may have many attributes representing a multitude
of different semantic types (communities of values) [8, 15].
What we propose in this paper is to use network centrality
measures that can be defined without prior knowledge of how
many communities exist, their overlap, or the distribution of
attribute cardinalities. The intuition behind centrality measures
is to capture how well connected the neighbors of a given node
are. We define variants of these measures appropriate for the
DomainNet bipartite graph. We then discuss to what extent these
measures may distinguish whether a data value has a single
meaning or multiple meanings (the latter being a homograph).

Local Clustering Coefficient as a homograph score. The lo-
cal clustering coefficient (LCC) [48] for a given value node mea-
sures the average probability that a pair of the node’s neighbors
are also neighbors with each other, i.e., the fraction of value-
neighbor triangles that actually exist over all possible triangles.
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The LCC metric is usually defined over unipartite graphs (such
as the co-occurrence graph in Figure 3(a)). We use the definition
of value-neighbors (recall the set of all value neighbors of a value
node u is N(u)) to generalize LCC to our bipartite graph.

The pairwise clustering coefficient of two data value nodes v
and w is defined as the Jaccard similarity between their neighbors
_ N(o) N N(w)

" N@) UN(w)’

Given a graph G and a value node u, the LCC is defined as
the average pairwise clustering coefficient among all the node’s
value neighbors:

Cow

o = ZUEN(u) Cou (1)
¢ IN ()]

The LCC of a node u can be computed in time O(N(u)?) and

provides a notion of the importance of a node in connecting

different communities.

HypotHEss 3.4 (HomoGraPHS USING LCC). A value node cor-
responding to a value that is a homograph will have a lower local
clustering coefficient than a value node with a single meaning.

Intuitively, we expect unambiguous values to appear with a
set of values that co-occur often and thus have high LCC scores.
This behavior should be less common for homographs, which
may span values from different communities as they appear in
various contexts depending on their meaning.

Despite LCC’s computational simplicity, the measure as de-
fined in Equation (1) is no more than the average Jaccard simi-
larity between the set of attributes that a value co-occurs with.
Unfortunately, it is well-known that Jaccard similarity is biased
to small sets. As consequence, the measure is not as effective in real
data lakes where attribute sizes are often considerably skewed.
Our experiments will confirm this downside of LCC.

Betweenness Centrality as a homograph score. The LCC of
a node is fast to compute, but it only considers the local neigh-
borhood of a value. In a data lake, the local neighborhood may
not be sufficient. In particular, the local neighborhood may not
include values that are members of the same community but
happen to not co-occur. In order to overcome these two problems
(missing values in the neighborhood and attributes with very
different cardinalities) we look at metrics that take a more global
perspective on the network.

The betweenness centrality (BC) of a node measures how often
a node lies on paths between all other nodes (not just the neigh-
bors) in the graph [16]. One way to think of this measure is in a
communication network setting where the nodes with highest
betweenness are also the ones whose removal from the network
will most disrupt communications between other nodes in the
sense that they lie on the largest number of paths [35].

Consider two nodes v and w. Let oy, be the total number of
shortest paths between v to w, and let o4, (u) be the number of
shortest paths between v to w that pass through u (where u can
be any node).? The betweenness centrality of a node u is defined
as follows, where v and w can be any node in the graph:

BC(w)= ) Gow(®).

vFEU,WHEU Oow

@)

2Since the bipartite graph used in DomainNet is not homogeneous we also examined
other variations of BC such as considering only values nodes as end points for
the examined shortest paths. We found that using all nodes in the BC definition
provided empirically the best results for finding homographs.
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Intuitively, a homograph appears with sets of values that do

not or rarely co-occur across those sets, and thus the shortest
paths between such non-co-occurring nodes would have to go
through the homograph node. Conversely, unambiguous values
appear with a set of values that also co-occur a lot, and thus the
shortest path between them does not unnecessarily have to go
through one or a few nodes.

By convention = 0 if 04y (and therefore o4y (1)) is 0.

HypoTHESIS 3.5 (HoMoGRAPHS USING BC). A value node corre-
sponding to a homograph will have a higher betweenness centrality
than a value node with a single meaning.

ExAMPLE 3.6. The LCC scores of the Jaguar and Puma data
value nodes in Figure 1 are 0.36 and 0.43 respectively. The LCC
scores of the other data value nodes that appear more than once,
Toyota and Panda, are somewhat higher at 0.46. The BC scores
of the Jaguar and Puma value nodes in Figure 1 are 0.025, 0.003
respectively. The BC of the other value nodes that appear more than
once, Toyota and Panda, are at 0.002. Since this example only uses
four small tables it does not expose the possibly different rankings
between LCC and BC scores but suggests that BC, even on small
graphs is more discerning.

Complexity of BC. Calculating the BC for all nodes in a
graph is an expensive computation. A naive implementation takes
O(n®) time and O(n?) space (n denotes the number of nodes
in the graph). The most efficient algorithm to date is Brandes’
algorithm [6] that takes O(nm) time and O(n + m) space (for
unweighted networks) where m is the number of edges in the
graph. Notice that this algorithm is still expensive if the graph is
dense (i.e., m >> n).

The high time complexity of BC motivated approximations,
which usually sample a subset of nodes from the graph and
thus do not calculate all shortest paths. One common sampling
strategy is to pick nodes with a probability that is proportional
to their degree (nodes with high degree are more likely to appear
in shortest paths). Riondato and Kornaropoulos [40] provide an
approximation algorithm via sampling with offset guarantees.
Geisberger, Sanders, and Schultes [17] provide an approximation
algorithm without guarantees that performs very well in practice.
The complexity of the approximate BC is O(sm) where s is the
number of nodes sampled. We chose Geisberger, Sanders, and
Schultes [17] to approximate betweenness centrality to benefit
most from its short run-time on large graphs.

3.4 Disambiguation Using DomainNet

In this section, we describe the implementation of an end-to-end
system which allows users to disambiguate data lakes using our
proposed methodology. Our system has three steps as illustrated
in Figure 4: (1) construct DomainNet graph; (2) calculate measures;
and (3) rank measures.

DomainNet graph construction. The input is a set of raw data
tables from relational databases, CSV files, or any other open
data format. It is important to note that we do not require any
information in regards to types, attribute names, or the semantics
of relationships between tables. We build our bipartite graph as
described in Section 3.2.

Graph measure computation. Using the DomainNet graph con-
structed in the previous step, our system computes both LCC and
BC scores for each value node (Section 3.3). We show empirically
in Section 5.1 that BC outperforms LCC in homograph detection.
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Figure 4: Disambiguation system on DomainNet. (1) Construct a
DomainNet graph from a data lake. (2) Calculate BC and LCC scores
for each value node in the graph. (3) Rank the scores accordingly.

Graph measure ranking. Nodes are ranked by their centrality
score (ascending order for LCC measures, and descending order
for BC measures) the top ranked data values present to a user.

4 DATASET DESCRIPTION

Homograph detection in data lakes is a new problem and no
benchmarks are available for it. While many data lakes exist, they
do not contain labels that identify the homographs. In addition to
being a hugely expensive task when done manually, homograph
labeling is not a one-time effort: when the content of the data
lake changes, an unambiguous value can become a homograph or
vice versa. Hence, benchmark design in this context constitutes
a non-trivial contribution in itself.

We introduce the four datasets used for the evaluation of
DomainNet. The first is a new synthetic benchmark and the other
three contain real data. The second is an adaptation of the Table
Union Search (TUS) Benchmark [33] that uses real tables from
UK and Canadian open-data portals and which we adapt for our
problem. The third is a modified version of TUS, called TUS-I,
where we systematically inject homographs. The fourth, used
to evaluate scalability, is a real data set from NYC Education
Open Data, which was also used to evaluate a domain discovery
approach [36].

Table 1 summarizes detailed statistics about the datasets. For
each, we list the number of tables, the total number of attributes
(columns) across all tables, the number of unique values in the
data lake, the total number of homographs, the range of cardinal-
ities of any homograph® (Card(H)), and the range of the number
of distinct meanings, #M, (based on ground truth) the different
homographs have across the data lake. All datasets can be found
at https://github.com/northeastern-datalab/DomainNet-Datasets

Table 1: Four datasets and their statistics.

#Tables #Attr #Val #Hom  Card(H) #M
SB 13 39 17,633 55 151-1,966 2
TUS -1 1,253 5020 163,860 N/A N/A N/A
TUS 1,327 9859 190,399 26,035 3-22,703  2-100
NYC-EDU 201 3496 1,469,547 N/A N/A N/A

3Recall the definition of the cardinality of a homograph node v as |N (v) |, which is
the number of unique data values that v co-occurs with.



4.1 Synthetic Benchmark (SB)

We designed a small fully synthetic, but real-world inspired, data
lake for a systematic validation of our approach. It consists of 13
tables generated using Mockaroo?, which lets the data creator
specify data sources from various categories.

Each table has 1000 rows, except for two tables that contain
countries and states. We used the real numbers of countries and
US states of 193 and 50, respectively. There are 55 data values
that are homographs, e.g., Sydney (city or name), Jamaica (city or
country), Lincoln (car or city), CA (country or state abbreviation),
and Pumpkin (grocery product or movie title). The benchmark
along with its metadata (full list of tables and their schemas and
stats) are in our github.

4.2 Table Union Search Benchmark (TUS)

In the absence of homograph-labeled large real data lakes, we set
out to find a closely related benchmark that we could adapt to our
purposes. Unfortunately, while there are many table-based bench-
marks, even those for data-semantics-related problems generally
proved hard to adapt. For example, the VizNet corpus [22] used in
semantic type detection in tables [23, 51] provided ground-truth
labels for only a small fraction of the columns in the repository,
making ground-truth discovery of all homograph labels practi-
cally impossible. We therefore selected the Table Union Search
(TUS) benchmark [33], which contains real data and provides
a ground-truth mapping for each column to the set of columns
in the repository that it is unionable with. This enables us to
automatically label all homographs. Let U(a) denote the set of
columns (attributes) a given column a is unionable with and no-
tice that a is always unionable with itself, hence a € U(a). Let
A(n) be the set of columns (attributes) a data value n appears in.
Converting the TUS benchmark into our bipartite graph represen-
tation, we can automatically label data values as “unambiguous”
or “homograph” based on the unionability ground truth.

DEFINITION 2 (HOMOGRAPH IN THE TABLE UNION SEARCH
BENCHMARK). A data value n is a homograph if there exist two
attributes a and a’ in A(n) such that U(a) # U(a’); otherwise n is
an unambiguous value.

Intuitively, a data value is a homograph if it appears
in at least two different columns that are not unionable
(and hence have different types). For instance, assume value
USA appears in columns country_x1 and location_x2 in
tables X1 and X2, respectively. If the corresponding two
columns are unionable, i.e., U(country_x1) = U(location_x2) =
{country_x1,location_x2}, then we can conclude that USA is
an unambiguous value. In contrast, the columns containing the
value jaguar in the zoo or donor tables are not unionable with
either the company or car model tables and hence jaguar would
be labeled a homograph.

Based on Definition 2 there are 164,364 unambiguous values
and 26,035 homographs in the TUS benchmark, suggesting homo-
graphs are very abundant in real data lakes. Notice that attribute
cardinalities in TUS have high skew, a common phenomenon in
data lakes for open-data repositories [32]. Hence, this benchmark
provides a “stress-test” for our approach. How well can it deal
with both small and large cardinalities of attributes containing a
homograph (in TUS these cardinalities range from 3 to 22,703).

4https://www.mockaroo.com/
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4.3 TUS with Injected Homographs (TUS-I)

Having real data is important, but we also need to understand the
performance of our solution as the number of homographs in a
data lake changes. To this end, we modified the TUS benchmark
as follows. First, we removed all 26,035 homographs. Second, we
carefully introduce artificial homographs with different proper-
ties. Since the artificial homographs are now the only ones in
the data lake, we can measure how their properties affect the
detection algorithm.

A homograph is injected by selecting two different data val-
ues from two columns that are not unionable. These original
values are then replaced by a new unique value such as “Inject-
edHomograph1”. We only replaced string values with at least 3
characters. In our experiments, we vary the minimum allowed
cardinality of the attributes containing values replaced with an
injected homograph. We also vary the number of meanings of an
injected homograph. This allows us to evaluate the effectiveness
of our approach in identifying homographs with respect to the
cardinality and number of meanings of the homographs.

5 EXPERIMENTAL EVALUATION

The main goal of the experiments is to evaluate how well
DomainNet performs in terms of precision and recall for identi-
fying the homographs in the benchmark datasets. We are par-
ticularly interested in determining if the more expensive be-
tweenness centrality (BC) provides significant improvement over
local clustering coefficients (LCC) (Section 3). Since a homograph
candidate must appear in at least two different table columns,
DomainNet pre-processes the input to remove data values that
appear only once in the data lake. As a result, the corresponding
graph representation has about 3% fewer nodes in the TUS bench-
mark and 30% fewer nodes in SB. Moreover we examine how our
method scales with larger input graphs and how homographs can
impact existing data integration tasks such as domain discovery.

Comparison to a baseline. There is no previous work that
directly explores homograph detection in data lakes (Section 2),
and previous work on the related problem of semantic type detec-
tion and domain discovery is generally supervised, i.e., requires
labeled training data. Hence, the only suitable algorithm that
we could reasonably adapt to solve our problem is the recently
proposed state-of-art unsupervised domain-discovery algorithm
D* [36]. We used the original code provided by the authors® with
its default parameter settings. When applied to a data lake, D*
assigns attributes to the discovered domains. A natural way to
identify homographs then is to identify data values that appear in
more than one of those domains. We compare D* to DomainNet
on the synthetic benchmark as it only contains string values.
D* discovers domains only for string data, making it ineffective
on the TUS benchmark, which contains real data with many
numerical attributes.

Measures of success. We generally measure precision and
recall, which are reported for the k top-ranked homograph can-
didates identified by each of the algorithms. By default k is set to
the true number of homographs in the data lake.

Software implementation. We implemented DomainNet in
Python 3.8, using Networkit ¢ [45] to calculate exact and approx-
imate BC scores over our bipartite graph. This is a Python library
for large-scale graph analysis whose algorithms are written in

5The code is available at https://github.com/VIDA-NYU/domain-discovery-d4.
Chttps://networkit.github.io



C++ and support parallelism. All our experiments were run on a
commodity laptop with 16GB RAM and an Intel i7-8650U CPU.

5.1 Fully Synthetic Benchmark (SB)

We first use the SB to compare the homograph rankings obtained
using the LCC and BC measures (Section 3) in order to study
their ability to identify homographs. The bipartite graph for SB
is relatively small, consisting of 17,672 nodes (17,633 data-value
nodes and 39 attribute nodes) and 19,473 edges. We calculated
the local clustering coefficients (LCC) and betweenness centrality
(BC) for each node in the graph and examined how these scores
differ between homographs and unambiguous values.

Which measure is better at discovering homographs? Figure 5
shows the top-55 data values based on LCC. For LCC, lower
scores should in theory indicate a greater probability of being a
homograph. Notice how more than 75% of the top-ranked data
values are not homographs, meaning that a large number of
unambiguous values have smaller LCC scores than the homo-
graphs. This is mainly caused by unambiguous values from small
domains that do not co-occur often with many values in their
domain. This confirms our hypothesis from Section 3 that LCC
may not work well when homographs appear in small domains.
In fact, the majority of the 55 homographs in the dataset have
LCC scores significantly above 0.45 and so it is not necessarily
true that homographs have low LCC cores. Overall the results
indicate that LCC scores do not provide an effective separation
between homographs and unambiguous values.

On the other hand, the BC scores result in a vastly better
top-55 result as shown in Figure 6. Here 38 out of the top-55
BC scores correspond to homographs. This is a much improved
outcome over the LCC scores in Figure 5. But what happened
to the remaining 17 homographs that are not in the top-55? We
noticed that the remaining 17 homographs have betweenness
scores of nearly zero and they all are values corresponding to
homographs that are abbreviations of country and state names.
Recall that these are the only two tables in SB with fewer than
1000 tuples, where the state table contains only 50 tuples. This
means that the BC score for values in these small domains cannot
be very large as there cannot be as many shortest paths that
would pass through the homograph in question.

An explanation for the low BC scores for these homographs is
the fact that there is considerable intersection between the coun-
try and state values which is not the case with other homographs
(e.g., the car brands and cities intersect only on the value Lincoln
and Jaguar). This relatively large intersection also reduces the BC
scores for those homographs as the number of shortest paths con-
necting two nodes between cities and states is much larger. For
example, going from the country code GR to the state code MA,
the shortest path could be using the homograph AL (which is for
Albania/Alabama) or CA (which is for Canada/California) or any
other homograph between countries and states. As a result those
homographs receive lower BC scores, because the denominator
in Equation (2) becomes large.

How good is previous work at finding homographs? As discussed
earlier, we compare DomainNet against a competitor based on
D*[36]. When applied to the SB dataset, D* discovers four do-
mains corresponding to Country, Country Code, Scientific
Animal Name,and Scientific Plant Name.It maps the domains
on 14 out of 39 table columns (attributes) in SB. Among these
14 attributes, there are 21 of the 55 homographs. Overall, when
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considering the top-55 results returned, the D*-based algorithm
disambiguates homographs in SB with a precision, recall, and
F1-score of 38%. Using the BC score, DomainNet achieves for the
top-55 results a precision, recall, and F1-score of 69%.

5.2 Experimental Evaluation on TUS-I

We now study the BC-score-based version of DomainNet in more
detail on the large real-world dataset TUS-I with the injected
homographs. Due to the cost of running BC for each node, all
BC scores are approximated using 5000 samples. ’

Table 2: % of the 50 injected homographs appearing in the top-50
results vs. cardinality of the data values replaced by the injected
homograph. (Numbers are averages of 4 runs for each threshold.)

2> 100
93.5%

> 200
93.5%

2> 300
95%

> 400
94.5%

2> 500
97.5%

Cardinality of replaced values >0
% of injected homographs in top 50  85%

How does cardinality affect homograph discovery? Recall that
after removing all original homographs in TUS, the TUS-I dataset
only contains the homographs we methodically injected in or-
der to study a specific effect on betweenness centrality. We ran
our experiments by randomly selecting 50 pairs of values from
different domains® and replaced them with our 50 injected homo-
graphs. Each experiment was repeated 4 times with a different
seed for selecting the values for replacement. Since the number of
homographs in our experiment is always 50, in an ideal scenario
the top-50 BC scores would correspond to exactly those injected
homographs.

We found that cardinality has the expected impact on BC
scores in terms of separating homographs and unambiguous val-
ues. If the data values chosen for replacement have a not too small
cardinality (i.e., they co-occur with many other values) then the
BC score of their injected homograph was notably higher. We con-
firmed this observation in Table 2 where we varied the cardinality
threshold for the data values chosen for replacement. Overall, as
we increased the cardinality threshold, a larger percentage of the
injected homographs ranked in the top-50. In fact, if the replaced
values had a cardinality of 500 or higher, DomainNet consistently
ranked at least 48 of the 50 injected homographs in the top 50.
For reference, the largest attribute in TUS has 25,000 values and
over half of all attributes have more than 500 values.

How does the number of meanings of a homograph affect ho-
mograph discovery? In addition to varying the cardinality of the
replaced values, we also examined how the number of meanings
of the injected homographs impacts their BC-based rankings. The
number of meanings of an injected homograph is the number
of values replaced for each injected homograph. The replaced
values are all chosen from different domains to ensure that the
injected homographs have consistently the specified amount of
meanings. We explored injected homographs with the number
of meanings in the range 2 to 8 for replaced data values with a
cardinality of 500 or higher. Table 3 shows that as we increase
the number of meanings, DomainNet becomes better at discover-
ing them. This is consistent with our intuition for betweenness
centrality since homographs with more meanings are more likely

7 A common heuristic for the sample size is about 1-3% of the total number of nodes
in the graph. This works well in practice with sparse graphs like DomainNet [17].
We will further test the validity of this heuristic in Section 5.4.

8Different domains in the TUS benchmark context means values from columns that
are not unionable with each other.
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Figure 5: The top-55 data values with the lowest local clustering coefficients. Homographs are scattered throughout and do not necessarily
have low LCC coefficients.
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Figure 6: The top-55 data values with the greatest betweenness centrality scores. In the top-55 data values, 38 of them are homographs.
The homographs not in the top-55 are country/state abbreviation homographs.

Table 3: % of injected homographs in the top 50 according to be-

tweenness centrality while varying the number of meanings of 1.0- PP
the injected homographs Number of true homographs cut-off line ,f—
og {0 A=
# meanings of injected homographs 2 3 4 5 6 7 8
% of homographs in top 50 97.5 97.5 985 985 100 100 100 0.6 —— Precision
--- Recall
oal | AE N e, F1-Score
to be hub nodes that connect multiple sets of nodes with each ' [
other in our bipartite graph representation of the data lake. P S 7 T o e s s
5.3 Homographs in TUS Benchmark 0.0)

. . 0K 25K 50K 75K 100K 125K 150K 175K
Lastly, we explore the performance of DomainNet with between- Kk

ness centrality on the real TUS dataset with its 26,035 real homo-
graphs. Since the number of homographs is large, we not only
report precision, recall, and F1-score for the top-26,035 results,
but for all top-k with k from 1 all the way to the number of
nodes in our graph, i.e., 190,399. We do not compare against the
D*-based algorithm for homographs, because D* operates only
on string attributes, and given the large number of numerical
attributes the D* coverage will be even lower than in SB (where
it only finds domains for 14 out of 39 attributes).

Figure 7: Top-k evaluation on the TUS dataset. The vertical line at
k=26,035 denotes the number of true homographs in the dataset.

increases. At k = 26,035 (vertical line in Figure 7), which is the
number of true homographs in the TUS benchmark, we achieve
a precision, recall and F1-score of 0.622. The highest F1-score
occurs at k = 29,633 where precision, recall, and F1-score are

How does our approach perform on a real open-data benchmark? 0.615, 0.7 and 0.655, respectively.
Figure 7 shows the summary of our top-k evaluation results. It is important to emphasize that our approach is completely
Notice that for relatively small values of k such as k = 200 unsupervised and does not assume any external knowledge about
our method can identify homograph values with high precision the tables or their values. Existing state-of-the-art methods that
(0.89). Naturally, as we increase k precision decreases and recall tackle data integration tasks as described in Section 2 cannot be
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readily used for homograph identification or their coverage is
severely limited (e.g., knowledge-based approaches like AIDA
(50D

Below we report the top-10 values and their BC scores from
the TUS benchmark.

“Music Faculty” — 0.00064

“Manitoba Hydro” — 0.00045

“50” — 0.00029

“1800ZZMALDY2” — 0.00028

“? — 0.00027

“Conseil de développement” — 0.00025
“125” — 0.00023

“2” — 0.00022

“Biomedical Engineering” — 0.00022
“SQA” — 0.00016

All 10 data values are homographs based on the ground truth.
Notice that from a natural-language perspective these 10 values
do not seem to be homographs, but a closer look at the data
revealed good reasons why they were labeled as homographs.
For example the value Music Faculty appears in two distinct
contexts: as a geographic location/landmark in transportation-
related tables as well as a department in university-related tables.

The value with the fifth-highest BC score is the period char-
acter. This may seem bizarre, but the period is used extensively
as a null replacement in a large variety of tables and thus it acts
as a homograph with a very large number of meanings. Finally,
notice that we identify numerical values such as 50, 125 and 2,
which appear in a variety of contexts such as addresses, iden-
tification numbers, quantity of products, etc. Numerical values
are traditionally difficult to deal with in many data-integration
tasks, hence being able to identify some of them in a completely
unsupervised manner is a notable step toward better coverage
for numerical values.

5.4 Scalability

As discussed in Section 3.4, Step 1 (graph construction) and Step
2 (centrality measure computation) are the most computationally
expensive in our approach. In this section, we examine empiri-
cally the scalability of these steps.

The time to construct our bipartite graph is dependent on how
long it takes to scan all input tables, which is a relatively fast
operation. For example, the bipartite graph for the TUS dataset
takes about 1.5 minutes to construct, which is how long it takes
to read through each table in the dataset.

The runtime of Step 2 depends on the graph measure used.
LCC is a local measure that is efficient to compute, but as we
demonstrated in section 5.1 it is not as effective in finding homo-
graphs as BC is. Computing the LCC score for every node in the
TUS dataset takes 4 seconds. For the global measure BC, since we
are more interested in the score rankings rather than the scores
themselves, approximating BC via sampling can significantly
decrease the runtime without compromising quality.

In Figure 8, we examine how precision and runtime vary as
we change the number of samples used for the approximate BC
algorithm [17] on the TUS benchmark. Even for a small sample
size (e.g., 1000), precision stabilises at 0.6. Notice that 1000 sam-
ples correspond to around .5% of the nodes in the TUS graph and
it takes about 40 seconds for the algorithm to complete. The BC
approximation has a complexity of O(sm) where s is the num-
ber of nodes sampled and m the number of edges in the graph.
Based on the literature and testing on our graphs we found that
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sampling 1% of the nodes provides a good approximation of BC
that is very consistent with the score rankings produced by the
exact BC computation.

We also considered a bigger data lake to further test execution
times—the NYC education open data dataset as used in D* [36].
The bipartite graph representation of that dataset has roughly
1.5M nodes and 2.3M edges which is an order of magnitude
larger than the bipartite graph for the TUS dataset. The graph
was constructed in 3.5 minutes and the BC scores for every node
were computed in 27 minutes using approximate BC on 1% of
the nodes (~15K nodes).

To examine how runtime scales with graph size we extracted
random subgraphs® of various sizes from the bipartite graph used
for the NYC education dataset. We ran approximate BC for each
graph by sampling 1% of its nodes and measured the runtime.
Figure 9 shows that runtime increases linearly with graph size
(i.e., number of edges) which is in accordance with the O(sm)
complexity of the approximate BC algorithm. .
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Figure 8: Precision at k (where k is the number of homographs
in the dataset) and execution time at various sample sizes for ap-
proximate BC on the SB and TUS datasets. Exact BC on TUS took
150 minutes with a precision of 0.631.
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Figure 9: Runtime of approximate BC for various sized subgraphs
based on the NYC education dataset.

5.5 Impact of homograph discovery on D*

As shown in Table 1 the number of homographs in a real data lake
can be large. To further understand the impact of homographs on

9The subgraphs were constructed by randomly selecting an attribute node and
adding all its connecting value nodes. We repeat by selecting another attribute node
until the subgraph reaches the desired size (within some margin)
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Figure 10: Number of domains found by D* over different TUS-
injected datasets. The horizontal red line shows the number of
domains found when no homographs were present in the dataset.

existing approaches, we consider the task of domain discovery
and examine how knowing homographs a priori can benefit them.

We report the results of five different runs of D* in Figure 10.
The plots show the number of domains found by D* (y-axis) as
we vary the number and meanings of the injected homographs.
To be fair in the comparison and to understand the impact of
homographs on the domain discovery task, we use the TUS-I
benchmark. We first ran D* over the dataset without homographs
and then over the same dataset with injected homographs. More
specifically, we injected 50, 100, 150 and 200 homographs with 2, 4
and 6 meanings. In all the above configurations the dataset always
had 68 domains based on the ground truth. The horizontal line
in Figure 10 shows that D* returns 134 domains for TUS-I with
no homographs. The difference in the number of domains based
on the ground truth and D*’s results is due to the nature of the
TUS benchmark [33] as it is created from a set of large real open
data tables that were randomly sliced vertically and horizontally.
Consequently, in some cases the columns originating from the
same table no longer share any values, causing D* to discover
more domains than there are based on ground truth.

As we increase the number and meanings of the injected homo-
graphs, D* returns even more domains leading to lower accuracy.
D*’s output provides statistics about the maximum and the aver-
age number of domains assigned to a column. In the TUS-I with
no homographs, that maximum is 2 and the average is almost
1 (i.e., 1.031) and it increases with the number of homographs.
With 200 homographs the maximum is 4 and the average is 1.04.
We also ran D* on the TUS-I with 5000 injected homographs, to
simulate a dataset with a large proportion of homographs as in
the TUS benchmark. The maximum domains per column is 22
and the average is 1.7 with a total of 371 domains found. The
presence of homographs is negatively affecting D* and causing it
to erroneously assign larger numbers of heterogeneous domains
to attributes as the number of homographs increases. Homograph
discovery therefore is an important step that can be executed
before domain discovery to improve its performance.

6 CONCLUSION AND FUTURE WORK

We presented DomainNet, a method for finding homographs in
data lakes. To the best of our knowledge, this is the first solution
for disambiguating data values in data lakes. Notably, our ap-
proach does not require complete or consistent attribute names.

We showed that a measure of centrality can effectively sep-
arate homographs from unambiguous values in a data lake by
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representing tables as a network of connections between values
and attributes.

We compared against an alternative approach using D* to
identify the semantic domain (type) of attributes [36] and label-
ing a value a homograph if it appears in more than one domain.
Our direct computation of homographs has significantly better
precision and recall than the domain-discovery approach. This
seems to be due to D* at times placing homographs into a domain
represented by their most popular meaning and the fact that D*
does not find domains for every attribute. When we inject ho-
mographs into real data, DomainNet is robust to the number of
meanings of the homographs, reliably finding homographs with
even better accuracy as the number of meanings increases. We
also demonstrated the importance of homograph detection by
showing that the presence of homographs can have consider-
able impact on existing semantic integration tasks (specifically,
domain discovery).

In a benchmark created from real data, our method provides
a clear separation with high precision of homographs from val-
ues that are repeated, but always with the same meaning. The
accuracy is influenced by the cardinality of the homograph (i.e.,
the number of data values with which the homograph co-occurs).
When this number is too small, the bipartite graph representation
is not always sufficient to effectively identify all homographs. In
our experiments, the accuracy dropped from 97% to 85% as we
reduced the cardinality of homographs.

The homographs we discover on real data include phrases
with multiple meanings (e.g., Music Faculty referring both to
a geographic location and to a University unit). They also in-
clude null values (e.g., a dot “.” can indicate unknown/missing
X where X varies in different contexts) and data errors (e.g.,
Manitoba Hydro, an electric company, is placed in the wrong
column Street Name). In NLP, previous work on disambiguation
primarily focuses on the disambiguation of words and named-
entities. Our method is purely based on co-occurrence informa-
tion and does not discriminate between different types of homo-
graphs. In fact, we provide the first approach to disambiguate
numerical values in tables (e.g. 25 can be a street number or an
ID number).

Identifying homographs from tables in a completely unsuper-
vised manner can play an important role in improving other
data-lake analysis tasks. Specifically, we are considering how to
determine if a homograph is an error, e.g., the value has been
placed in the wrong cell. With such knowledge, we can help not
only identify such errors, but clean them as well. We also believe
that our homograph metrics can improve supervised semantic
type detection such as Sherlock [23] or SATO [51].

In this context, it will also be important to determine the
number of distinct meanings of a homograph. Our approach is
motivated by work on community detection where a commu-
nity represents a meaning for a value (e.g., animal or car model).
Hence we are investigating the role of community detection al-
gorithms on discovery of meanings of values in data lake tables.
Notice that in this problem, we do not know a priori what the
communities are or even how many there are. Non-parameterized
community detection algorithms can be used to discern the num-
ber of meanings of homographs. However, innovation is needed
for homographs with large numbers of meanings (such as null
equivalents) [21, and others].

To the best of our knowledge there are no available bench-
marks for homograph detection. Our synthetic benchmark (SB)



and our benchmarks TUS and TUS-I (that use real open data
tables [33]) are the first open benchmarks in this area.

In order to design a robust and completely unsupervised so-
lution that scales to large data lakes, we have quite deliberately
limited DomainNet to use only value co-occurrence information
in table columns, ignoring additional structural information like
co-occurrence of values in the same row. Our goal was to explore
how much this information alone reveals about data value se-
mantics. Given our strong positive results, we believe our metrics
should become an important feature that could be used in other
problems that involve understanding or integrating tables. An
important open problem is to extend DomainNet to collectively re-
solve ambiguous metadata and data, perhaps using probabilistic
graphical models that have been applied to collectively resolving
multiple types of entities at once [26] and to collectively resolving
data and metadata inconsistency in schema mapping [25].
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ABSTRACT subspace’s dimensionality. When finding clusters, the density

Subspace clustering is the task of grouping objects based on mu-
tual similarity in subspaces of the full-dimensional space. The
INSCY algorithm extends the well-known density-based cluster-
ing algorithm DBSCAN. It finds dimensionality-unbiased non-
redundant subspace clusters using a tree structure to speed up the
processing of subspaces. Still, finding density-based clusters in all
subspaces implies an exponential search space in the number of
dimensions. Thus, the running time of INSCY is still measured in
hours on even small datasets of 2000 points. For larger datasets,
it becomes prohibitively expensive.

To benefit from INSCY for real-world sized datasets, we pro-
pose a novel GPU-parallel approach that runs on standard graph-
ics cards. To utilize the many cores of the GPU, we need new
algorithmic strategies that fit the computational model of the
GPU. While the GPU provides a large number of threads, tra-
ditional algorithms incur diverging threads and poor memory
alignment, both of which lead to idle time and poor runtime
performance. In INSCY, extracting subspace regions from the
SCY-tree structure and the density-based clustering of regions
itself are thus unfit for the GPU.

Our novel GPU-friendly algorithm GPU-INSCY computes the
same subspace clustering as INSCY at dramatically reduced run-
times. To achieve this, we devise a restructured SCY-tree index-
structure and associated operations for the GPU, as well as a
GPU-parallel density-based subspace clustering.

We experimentally show that GPU-INSCY scales well with the
size of the dataset and the number of dimensions, and improves
the running time of INSCY by a factor of several thousand for
large datasets of high dimensionality.

1 INTRODUCTION

Clustering, i.e., grouping data points based on mutual similarity,
is a widely used data mining task, e.g., for grouping customers to
allow for targeted marketing. However, real-world data is often
high-dimensional, and a higher number of dimensions means
that there are more possibilities for points to seem dissimilar.
This is known as the curse of dimensionality. Due to this effect,
points tend to group within a subspace of the full-dimensional
space, leading to the task of subspace clustering [2, 4, 15], where
we search for clusters with all possible subspaces. To search for
such clusters, we often employ density-based clustering simi-
lar to DBSCAN [12]. Most subspace clustering algorithms, e.g.,
SUBCLU [15], use a fixed density threshold independent of the
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threshold needs to match the expected density such that we
can find all points within clusters, but without including ev-
erything. However, the expected density is lower for higher-
dimensional subspaces than it is for lower-dimensional subspaces.
For density-based subspace clustering, this problem implies that
density-measures that do not take the subspace’s dimensionality
into account are biased toward lower subspaces. To address this
problem, Assent et al. [6] formulated a dimensionality-unbiased
density-measure and utilized this in the algorithm INSCY [8].
INSCY, furthermore, removes redundancy and provides an index-
structure called SCY-tree used to partition and prune regions of
density-connected data points. A drawback that remains, is that
the running time is still measured in hours on even small datasets
of a couple of thousands of points.

To reduce the runtime of dimensionality-unbiased density-
based subspace clustering, we exploit modern graphics cards
(GPUs), capable of general-purpose computations, fast context
switches, and parallelizing over many cores, but with a restric-
tive computational model and limited memory. The high com-
putational throughput of GPUs has been utilized to improve
clustering runtimes [1, 5, 10]. However, to our knowledge, there
exists no GPU-parallelization of a dimensionality-unbiased index-
supported algorithm like INSCY, which is challenging to GPU-
parallelize due to index and depth-first subspace search being
optimized for (sequential) CPU processing.

Contributions. In this work, we present a novel GPU-parallel
algorithm, called GPU-INSCY, which provides the same cluster-
ings as INSCY at substantially reduced runtimes. To achieve this,
we restructure several major parts of INSCY, the index-structure
SCY-tree, the operations used to partition regions of data, and
the clustering of points. INSCY partitions regions represented by
SCY-trees through a sequence of operations. We show how to
make these operations parallel and combine several partitions
into one process. Combining these allows us to avoid many re-
dundant iterations and temporary copies. The clustering step
is also GPU-parallelized and improved further by utilizing the
density monotonicity for neighborhoods in increasing subspaces.

This paper is organized as follows: Section 2 discusses related
work, Section 3 gives the background of subspace clustering
and INSCY, Section 4 describes our new parallel algorithm GPU-
INSCY, Section 5 presents the experimental comparison of INSCY
and GPU-INSCY, and Section 6 concludes our work.

2 RELATED WORK

Subspace clustering is the task of grouping points based on mu-
tual similarity in any possible subspace of the full-dimensional
space, hence its worst case complexity is exponential in the num-
ber of dimensions.
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Algorithms for subspace clustering [2, 4, 6-8, 11, 14, 15, 25]
are often categorized into bottom-up or top-down approaches
[16, 21, 24, 26]. Bottom-up approaches start with clustering in 1-
dimensional subspaces, iteratively combining k-dimensional sub-
space clusters into (k +1)-dimensional subspace clusters. CLIQUE
[4] and MAFIA [14] are grid-based approaches that may miss
subspace clusters spanning across grid cells. Instead of clustering
dense cells, SUBCLU [15] clusters dense points, as in the density-
based full space clustering algorithm DBSCAN[12]. An issue with
SUBCLU and other density-based subspace clustering approaches
is that they use a fixed density-threshold for all subspaces. There-
fore, they do not take dimensionality into account and are biased
towards lower-dimensional subspace clusters. INSCY is an ex-
tension of SUBCLU that mitigates this problem by introducing a
density measure normalized by a subspace’s expected density.

Top-down approaches start by clustering the full-dimensional
space and iteratively refine the subset of dimensions associated
with each subspace cluster [2, 3, 29]. These approaches limit sub-
space clusters by assigning each point in the data to exactly one
subspace cluster. Due to the exponential search for subspaces,
many of the algorithms take an approximate approach to sub-
space clustering [2, 14, 20]. They do so using a heuristic to pick
the subspaces that are examined or only compute clusterings of
dense regions instead of single dense points. These approaches
might miss clusters that exact algorithms like INSCY capture.

Even though exact subspace clustering algorithms are time
consuming, few algorithms have been proposed to reduce the
running time by exploiting the high computational throughput of
the GPU. Utilizing the many cores of the GPU is highly challeng-
ing because of the distinct and limited computational model, as
well as limited memory. There have been proposed several GPU-
parallelized full-space clustering algorithms [5, 10, 13, 17, 19].
One of the earliest GPU versions of the full-space clustering algo-
rithm DBSCAN was CUDA-DClust* [10], which starts multiple
searches for clusters in parallel. If multiple searches start within
the same cluster, they are merged. Multiple other GPU-versions
of DBSCAN have been developed [5, 18, 19, 28]. Our assessment
of self-reported results suggest that G-DBSCAN([5] and CUDA-
DClust*[10] are the best performing options. An experimental
evaluation [22] studies three of these GPU-versions and finds that
G-DBSCAN is the fastest and CUDA-DClust” uses less memory.

Only one GPU-parallelization of a well-known subspace clus-
tering approach has been proposed [1] for grid-based MAFIA.
GPUMAFIA parallelizes one operation at a time, mapping nested
for-loops of minor computations directly to parallel threads. Our
restructuring of INSCY lets us GPU-parallelize GPU-INSCY even
further such that we can even parallelize operations performed
at different points of the process. We completely restructure the
algorithm and its underlying SCY-tree structure to fit the compu-
tational model and the memory structure of the GPU.

To the best of our knowledge, we are the first to develop a GPU-
parallelized version of a density-based subspace clustering algo-
rithm, in particular an algorithm that supports dimensionality-
unbiased density measures and exploits indexing structures for
efficient computation.

3 BACKGROUND
3.1 The graphics processing unit

We give a short introduction to graphics processing units (GPUs)
and their computational model. When using a GPU for general-
purpose computation, the GPU is co-processor, and the CPU is
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main processor. Throughout the paper, we use the term parallel to
denote parallel execution under the GPU’s computational model.
The main difference between a multi-core CPU and a GPU is that
GPUs can perform fast context switches and that several cores
on the GPU uses the same program counter and, therefore, must
perform the same operations.

CUDA is NVIDIA’s framework for using their line of GPUs.
It uses the concept of a kernel, which is a function executed on
multiple threads in parallel. Threads are organized into blocks,
and all threads within a single block are capable of synchronizing,
share fast accessible memory, and use atomic operations. How-
ever, there is a physical limit to the number of threads a block
can contain, and the communication between threads comes at a
time-cost. Each block is further separated into warps. All threads
within a warp share a program counter, implying that they must
perform the same instructions (SIMD) at all times. In the case of
branch-diversion, threads in different branches will remain idle
until the other branch has finished.

When parallelizing operations on the GPU, we are not guar-
anteed any order of executions. Therefore, our goal is to identify
independent operations, i.e., operations that do not use the partial
result of each other and therefore can be run in any order with-
out changing the final result. All allocation of memory and calls
to kernels are done by the CPU and executed on the GPU. All
communication with the GPU comes with a time-cost due to the
large latency of data transfer. Therefore, it is essential to balance
where data is processed and how long it takes to transfer.

3.2 INSCY

We describe INSCY briefly. For further details please see [8]. We
use the following terminology: let X € R™ be a d-dimensional
dataset with n points, D = {0,...,d — 1} an index set for the
full dimensional space, S C D a subspace of D, and N? (p) the
neighborhood with radius ¢ of a point p in subspace S.
According to INSCY [6], a subspace cluster is a maximal set
of points of at least minc, which are density-connected in a
subspace according to some density measure, and which is not
redundant w.r.t. a higher dimensional subspace projection:

Definition 3.1. INSCY Subspace Cluster
A set of points C C X in subspace S C D is a subspace cluster if:

e objects in C are S-connected: Vp,q € C : Jo1,...,0m €
C:p=o01Aq=om AVie{2,...,m}: o; eNg(oi_l)
o all points fulfill the density criterion: Vp € C : dc(p),
e Cismaximal,i.e., contains all S-connected objects: Vp, q €
X :p,qS-connected = peCAqgeC,
e minimum cluster size: |C| > ming,
¢ not redundant: AC’, S’ subspace cluster with C’ € C A
ScS' AIC|=rx|C|
where r is the redundancy parameter, minc is the minimum size
of a cluster, and dc’ (p) is any dimensionality-unbiased density
criterion within subspace S.

In this paper, we use the dimensionality-unbiased rectangular
density measure for the density criterion dcs (p) = |Ngg P =
max(F - a(S), i), where F is the density factor threshold, a(S) =

IS|
Es [|Nf (p)|] = |X] % is the expected density, c(S) =

7% 1 (B4 1) with T(n+1) = nxT(n),T(1) = 1,1(1/2) = Vi,
vg is the volume of subspace S, and y is the minimum number
of points required for not just being pseudodense. Other density
measures can also be used. For further details see [6]. Note that



Def. 3.1 is similar to density-based clustering in DBSCAN [12],
but with an unbiased density notion wrt. subspaces.

SUBCLU [15] uses monotonicity of density-connectivity to
prune points that lie outside clusters in a lower-dimensional sub-
space projection. However, for INSCY’s unbiased density measure
that scales with the expected density of a subspace, monotonicity
is lost. Still, as [6] observes, pruning can be done by discard-
ing points that are not dense w.r.t. the lowest possible density
threshold, i.e., for the full-space. INSCY finds such points, called
not weak-dense, which can safely be pruned before searching
for clusters within superspaces of the current space. A point is
weak-dense if INg9 (p)| = max(F X a(D), u).

3.2.1 The INSCY algorithm. The idea of INSCY is to bound
the search for subspace clusters by identifying regions that fully
contain potential clusters. INSCY describes such a region by the
dimensions it spans and the respective intervals in these dimen-
sions, and call it a subspace region. INSCY performs a depth-first
search (DFS) of the subspace regions, i.e., enumerating all pos-
sible subspace regions. INSCY does so by recursively extending
with one dimension at a time and partitioning the region into
intervals along that dimension. When INSCY returns from the
recursion, it performs density-based clustering within the current
subspace region to obtain the clusters. This implies that INSCY
cluster points within all superspaces of the current space first.

Each dimension is partitioned into a fixed number of cells.
As a cluster likely spans multiple cells, INSCY register this by
having a border between each cell at the size of the neighborhood
radius e. When performing density-based clustering, it follows
that if there are no points within this border, the two cells’ points
cannot be density-connected. Otherwise, a cluster may span
both cells. Such connected cells are referred to as S-connected.
S-connected cells must be merged into a density-connected in-
terval to ensure that no clusters are split. An interval spanning
multiple cells is identified by the first cell. A dimension might
have multiple density-connected intervals, and INSCY is called
recursively on each interval in a depth-first manner. The whole
process of expanding with a new dimension and bounding to
a density-connected interval is referred to as restricting w.r.t. a
new dimension and the cell identifying the interval. The pair of
dimension d and cell ¢ is called a descriptor (d, c). When expand-
ing with a new dimension, we expand one region at a time. Figure
1 shows a 1-dimensional example, and the expansion into two
dimensions. On the left, the dimension is split into three cells,
where two are S-connected and merged into one interval marked
by green. On the right, we see the expansion. The red region is
split into cells along the added dimension and connected with
any S-connected cells, and likewise for the green region.

To keep track of the possible dimensions and cells that can be
restricted, INSCY introduces an index-structure called SCY-tree.
The idea of SCY-tree is to precompute the number of points within
cells along a dimension such that restricting becomes easier. The
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Figure 1: Expansion of 1-d regions into 2-d
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Figure 2: SCY-tree for examples in [8]; node values cell :
count; dimensions and points colored as in later figures

SCY-tree, therefore, represents the dimensions and cells not yet
restricted. The SCY-tree is a tree-structure containing nodes that
represent a partition of a space along a specific dimension. All
nodes regarding a specific dimension are located at the same
height in the SCY-tree, which we call a layer. The children of
a node represent splits into cells along a dimension, one child
per cell. Each node contains its cell number and the count of
points within the cell it represents. A cell with an S-connection
is represented by adding a sibling with the same cell number,
but with the count of points set to -1. Such a node is called
an S-connector node. INSCY keeps track of S-connections by
continuing the path of S-connector nodes down to the leaf layer.
The root node of the SCY-tree represents a restricted subspace
region. SCY-trees that represent regions that share a border are
called neighboring SCY-trees. For further details, see [8].

Figure 2 (top) shows an example of an initial SCY-tree for
the full-dimensional space. In this example, the space is first
partitioned along dimension 0, creating three cells noted by the
cell number and the count of points in that cell cell : count. Cell
1 has an S-connection, which is represented by a node without
a count of points. Each cell is then further partitioned along
dimension 1, discarding cells that do not contain any points.

INSCY proceeds as in Algorithm 1. For each descriptor, create a
restricted SCY-tree. If cells in the SCY-tree are S-connected, merge
connected restricted SCY-trees into one final restricted SCY-tree.
INSCY prune the final restricted SCY-tree for redundancy, call
recursively, and cluster the points if there is a possibility for
non-redundant clusters.

Restrict. INSCY restricts a SCY-tree by identifying nodes
matching the current descriptor, i.e., the nodes residing on the
layer of the restricted dimension and with the same cell number
as the descriptor. For each matching node, copy the node’s path
to the root and subtrees below the node into a new restricted

Algorithm 1 INSCY(scytree, df, X,d,r, F, i, & minc, R)

1: for dye = df tod do
for ¢y = 0 to ngejys do
scytree’ « restrict(scytree, dre, cre)
scytree’ « mergeNeighbors(scytree, scytree’, dre, cre)
if prune_recursion(scytree’, F, y, €, minc) then
INSCY(scytree’,dye + 1, X,d, 1, F, u, &, minc, R)
if prune_redundancy(scytree’, r, R) then
R « R U clustering(scytree’, X, F, p, €)




SCY-tree. Since the SCY-tree keeps track of not yet restricted
dimensions, the matching node itself is not copied. The node’s
children are now children of the node’s parent. The count of
points is also updated to reflect the number of points in the
restricted region. Figure 2 (bottom) contains two restricted SCY-
trees for descriptors (1,0) and (1, 1) and the merged result. For
descriptor (1,0) only 2 nodes match, leading to a small SCY-tree.

Merge. INSCY merges neighboring restricted SCY-trees if
there exists an S-connection, i.e. when an S-connector path starts
at dimension d and has cell number ¢ that matches the current
descriptor (d, ¢). Merge is done by going through the two re-
stricted SCY-trees and copying the nodes in both. A node can be
represented in several SCY-trees. During the merge, nodes with
the same cell number and the same parent are merged. Figure 2
(bottom), shows that the descriptor (1, 0) matches an S-connector
node, the node represented by only a 0 on dimension 1, and there-
fore INSCY restricts the neighboring descriptor (1, 1) and merges
the two restricted SCY-trees.

Pruning recursion. To reduce the search space, INSCY prunes
the final restricted SCY-tree before calling recursively, as follows:
Remove non-weak dense points and check if the region’s number
of points still exceeds minc. INSCY only proceeds with the re-
cursion if this is the case, as further restrictions will only reduce
the number of points.

Pruning redundancy. When returning from the recursive
call INSCY has found clusters in all superspaces of the current
subspace. The current region can therefore be pruned by redun-
dancy. INSCY prunes by redundancy by checking if the result
already contains a cluster covering a factor r of the points in the
restricted region. If the number of points in the region is large
enough, INSCY computes the density-based clustering on all
points in the final restricted SCY-tree and adds all non-redundant
clusters to the result.

4 GPU-INSCY ALGORITHM

INSCY is inherently computationally expensive, making it infea-
sible to run on large real-world datasets. As mentioned in the
introduction, GPUs provide computational power that algorithms
designed for a different computational model of single-core CPUs,
as INSCY, cannot utilize. We design an algorithm for the GPU
that reduces the running time of INSCY substantially, making it
feasible to run on much larger datasets. To summarize the nota-
tion found in this section we provide Table 1 for ease of reading.
Recall that threads in a warp must execute the same instructions
to fully utilize the GPU’s computational power. INSCY does not
group similar operations and would perform poorly on the GPU.
The idea of each iteration in INSCY is to bound a subspace
region by restricting and merging, prune that region, and perform

Algorithm 2 GPU-INSCY(scytree’, df, X,d,r, F, ji, &, minc, R)

1: L « GPU_restrict_and_merge(scytree, df, d)

2: precompute_neighborhoods(X, L, ¢)

3: for dye «— df tod - df do

4:  C « 1d array of size |X]| initialized to —1

for Vscytree’ € L[dye] do

if prune_recursion(scytree’, F, y, €, minc) then

GPU-INSCY (scytree’, dre + 1, X, d, 1, F, 1, e, minc, R)
if prune_redundancy(scytree’, r, R) then

9: L' « L' U {(scytree’,C)}

10: R « RU GPU_clustering(L’, X, F, y, €)

5
6:
7:
8
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Table 1: Notation

Mnodes number of nodes

Npts number of points

Neells number of cells

Ndims number of dimensions

Ny dims number of restricted dims

pa € NMnodes

ce € N"nodes

co € N"nodes

la € Ndims

dims € N"dims

r_dims € N"r_dims

po € N'pts

pl € N''pts

incl € {0, 1}ndims><ncells><nnodes
inClpts c {0’ l}ndimsxncellsxnpts
idx € NdimsXNcellsXNnodes
idxpts € N"dimsXNcellsXNpts

n co € NdimsXNcellsXNnodes

is_S(i)

parent array

cell array

count array
layer-indexing array
dimension array
restricted dims array
point-id array
point-placement array
node inclusion array
point inclusion array
node new-index array
point new-index array
new-count array

is S-connection

s_incl(j,i,¢) should be included
S € {0, 1} dimsXNcells S-connection array
M e Nndimsxncells merge map

n_pa € NPdimsXNcellsXNnodes new-parent array

new-children array
representative node

n_ch € Nndimschellsxnnodesxncellsxz

rep(J,c,i)

clustering in that region. This process is repeated until all clusters
in all subspace regions are found. This approach is efficient for a
sequential algorithm. However, when parallelizing for the GPU,
we prefer grouping identical and independent operations to make
each kernel call utilize as many cores as possible. Making INSCY
run parallel on the GPU is not straightforward since many partial
computations depend on previous results. E.g., in the alternation
between restricting and merging SCY-trees, we need the previous
merged SCY-tree and the neighboring restricted SCY-tree before
continuing to merge.

In this section, we present a new algorithm called GPU-INSCY,
in which we tackle the problem of identifying and reorganizing
the operations that can be performed in parallel to reduce running
time. Contrary to INSCY, GPU-INSCY aims to perform similar
and independent operations simultaneously for multiple final
restricted SCY-trees to utilize multiple thread blocks. Remember
that this allows us to use more cores, but it is only possible if the
threads in different blocks do not need to communicate.

We first outline the general order of computations in GPU-
INSCY, and we later explain this reordering. These reorderings
do not affect the result since the reordered operations are inde-
pendent of each other as discussed below for each change we
introduce. GPU-INSCY can be seen in Algorithm 2. First, compute
the set L of all final restricted SCY-trees. Precompute the neigh-
borhoods for all points in all final restricted SCY-trees. For each
final restricted SCY-tree, prune the recursion, call GPU-INSCY
recursively, and prune for redundancy. All non-pruned final re-
stricted SCY-trees are added to L’. Finally, we cluster all points
in each of the final restricted SCY-trees in L’.

Restrict and merge. In GPU-INSCY, we isolate all restrict
and merge operations at the beginning of the algorithm, whereas
INSCY performs them ad hoc. We isolate the operations such that
we can parallelize them in different thread blocks. The result of



each restrict and merge operation only depends on the informa-
tion parsed to the recursion. Computing all restricted SCY-trees
at the beginning does, therefore, not change the final result. Par-
allelizing within each thread block is not a simple task due to
both the alternation between restrict and merge and the fact
that INSCY only visits nodes in the SCY-trees one by one when
restricting and merging. We discuss how to parallelize restrict
and merge in Section 4.1.2, after introducing a representation of
the SCY-tree index-structure for the GPU in Section 4.1.1.

Precomputing the neighborhoods. Computing the neigh-
borhoods is an expensive task, and it is used both for the cluster-
ing and when computing weak-density while pruning a recursion.
In Section 4.2, we describe how to precompute the neighborhoods
in parallel and how we take advantage of having direct access to
the neighborhoods in a subspace of the current space.

Pruning. In Section 4.3, we parallelize both pruning phases
following the same approach as for restrict and merge.

Clustering. In Section 4.2, we change the sequential way of
expanding the clusters [12] with one density-connected point at
a time, to obtain a more efficient clustering algorithm.

4.1 SCY-tree on the GPU

The SCY-tree representation and the associated operations are not
very suited for the GPU. Section 4.1.1 describes how to represent
the SCY-tree in a GPU friendly fashion and Section 4.1.2 describes
how to perform the restrict and merge operations in parallel.

4.1.1  Representing the SCY-tree on the GPU. Handling mem-
ory on the GPU is more restrictive than on the CPU, and allo-
cating memory can only be done from the CPU. Furthermore, it
is expensive to alternate between calling kernels, transferring
data, and allocating memory. Therefore, we prefer to allocate
memory and transfer data as few times as possible. GPU memory
is loaded one block at a time to reduce latency, implying that
data used close together in time should be placed close together
in memory. If the data we use is not placed in the same block, we
get cache misses, i.e., not using the loaded data, which we would
like to reduce. For ease of reference, we call the GPU friendly
representation of the SCY-tree GPU-SCY-tree. A way to represent
tree structures on the CPU is to create an object for each node
with pointers to its children, parent, and other values in the tree.
This structure is very flexible and allows adding nodes on the fly.
However, this does not fit well with the restrictions on the GPU.

Remember, all nodes for a particular dimension are placed on
the same layer in the SCY-tree. These layers are indexed by j
starting with j = —1 for the root and incrementing toward the
leaf layer j = ngjn,s — 1, implying that lower indices are above
the higher indices in the SCY-tree. In Section 4.1.2, we describe
how we handle all nodes on the same layer simultaneously, and
we would therefore like to place these nodes close together in
memory. The same is the case for points contained in the tree.

Instead of representing nodes as objects, we choose to repre-
sent the GPU-SCY-tree as arrays, with an entry for each node.
Each array represents the kind of pointer or values that a node
contains. In the arrays, we locate nodes on the same layer in the
SCY-tree next to each other and order the layers by their index
Jj. In this way, data for nodes on the same layer is placed close
together in memory, making it more likely to avoid cache-misses.
We organize points using the same reasoning. To represent the
GPU-SCY-tree, we use a total of eight arrays with one entry
per node, point, or dimension. An example is given in Figure 3.
Besides the arrays we also keep count of the number of nodes
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Figure 3: GPU-SCY-tree for SCY-tree in Figure 2.

Npodes» Number of points ny;5, number of cells ngej;s, number
of dimensions in the SCY-tree ng;,,s, and number of restricted
dimensions 1, gims-

The nodes are represented using three arrays: the parent
pointer pa € N'nodes the cell number ce € N™nodes and the
count of points co € N"nrodes Notice that we do not keep point-
ers to children, see Section 4.1.2 for reasoning. To access each
layer j we have an array with the starting index of each layer
la € N™ims and an array with the dimensions that the lay-
ers represent dims € N"dims_We furthermore keep an array of
the restricted dimensions r_dims € N"r_dims however, for the
GPU-SCY-tree in Figure 3 this is empty. To keep track of the
points in the GPU-SCY-tree, we have two arrays with an entry
for each point. One keeps track of the points’ index in the dataset
po € N"ts and the other keeps track of which leaf-node each
point is placed in pl € N"pts.

4.1.2  Restrict and merge on the GPU. When parallelizing for
the GPU, we identify: (i) ways to reorder independent tasks that
can be performed in parallel, (ii) similar tasks that can be per-
formed by a warp, and (iii) ways to allocate memory as few times
as possible. Restrict and merge for a SCY-tree are sequential op-
erations where we look at one node at a time, check if it should
be included, and copy all information to the temporary or final
result. Running this in parallel on the GPU requires a substantial
restructuring due to two things: The alternation between restrict
and merge and a node’s inclusion being dependent on the inclu-
sion of either the parent or one of its children. As mentioned
before, such a dependency makes the process sequential, which
is not suitable for the GPU.

In Section 4, we state that all final restricted SCY-trees can
be computed first in the recursion since the computation only
requires the descriptors and the SCY-tree parsed to the recur-
sion. But to parallelize the restrict and merge operation, we need
several observations and restructuring that we now provide.

Allocating once. To allocate memory only once per restricted
GPU-SCY-tree, we first compute which nodes and points are
included in the restricted SCY-trees. This information is kept
in two temporary binary arrays both initialized to 0. One for
nodes incl € {0,1}"dims*McelisXMnodes with entries for each de-
scriptor and node combination. And one for points incly;s €
{0, 1}"dimsXMcellsXNpts with entries for each descriptor and point
combination. Here 0 and 1 represent false and true, respectively.
In Figure 2, we show the restriction for descriptor (1,0). In Figure
4 we show the same restriction in GPU-SCY-tree representa-
tion, and the temporary arrays. Here the five included nodes are
marked with a 1 in incl. Knowing which nodes and points are
included allows us to compute the new indices of the nodes and
points in the restricted SCY-trees. We compute the indices forn-
odes and points using inclusive scan (cumulative sum) of incl for
each descriptor. The result is kept in idx € N"dimsXMcellsXNnodes
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Figure 4: Restrict example before combining with merge.

and idxpss € NPdimsXTeellsXMpts This is used to determine where
each node is placed in the resulting SCY-tree. E.g. in Figure 4, the
last included node is placed at entry 4 = idx(18) — 1. Further-
more, for each descriptor, we use the last index to allocate the
needed memory for the restricted SCY-trees.In Figure 4 we need
to allocate space for 5 = idx(|idx| — 1) nodes. After allocating
memory, we copy all included nodes and points to the restricted
SCY-trees. To copy, we need the new count of points in the sub-
trees starting at each node n_co € N"dims*McellsXMnodes which
we compute along side the inclusion of each node.

Restrict is independent. We observe that the restrict opera-
tion only requires the SCY-tree parsed to the recursion and the
descriptor it is restricting w.r.t.. Both the descriptor and the SCY-
tree are not changed during the recursion. Therefore, the restrict
operations of each recursion are completely independent of each
other and all other operations. Consequently, the final result does
not depend on the order of restriction, and we can parallelize the
restrict operations over different thread blocks, which allows us
to utilize more cores.

Restrict - similar tasks and restructuring. INSCY restricts
by identifying all nodes matching a descriptor and then visiting
upward and downward in the layers of the SCY-tree from there.
INSCY copies all nodes on the path to the root and the subtree
below the matching nodes to the new restricted SCY-tree. We
take advantage of the SCY-tree being a well-balanced tree with
a layer for each dimension. Observe that nodes on layers above
the restricted dimension are included if any of its children is in-
cluded in the restricted SCY-tree. The nodes on layers below are
included if their parent is included. Because of the dependency
w.r.t. inclusion between parents and children, we have a depen-
dency between layers where we need to compute the inclusion of
nodes up- and downwards in the GPU-SCY-tree starting from the
restricted dimension. However, observe that computing the in-
clusion of each node on a layer is independent of the other nodes
on that layer. Using this observation, we suggest computing the
inclusion of nodes one layer at a time, making the computation of
node inclusion parallel over each node on a layer. Since we keep
the ordering between parents and children, we do not violate the
dependency, and hence we compute the same result as INSCY.

When computing the inclusion of nodes, we have four cases,
where the computation is different for each of them. One for
nodes directly above the restricted dimension, one for the nodes
on the remaining layers above, one for nodes directly below the
restricted dimension, and one for the nodes on the remaining
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layers below. We handle each of the cases in their own kernel, to
avoid branch-divergence that would lead to idle threads.

We compute the inclusion array incl in parallel with thread
blocks for each descriptor (dims(j), c) where j is the layer repre-
senting the restricted dimension and c is the cell numberWithin
each block, we process sequentially over each layer j + k where
—-j < k < ngims — J, starting from k = 0 and increment-
ing/decrementing from there. For all nodes i on a given layer we
parallelize using threads.

When we compute the inclusion array incl, we treat normal
nodes and S-connector nodes slightly differently. An S-connection
is only used to enforce a merge along the restricted dimension.
Therefore, we discard the S-connector path starting at the re-
stricted dimension. Remember, we have an S-connection on the
restricted dimension, when an S-connector node i has a normal
node as the parent:

is_S(i) == (co(i) < 0) A (co(pa(i)) = 0). (1)
In Figure 3, node 10 represents an S-connection since it has a
negative count and its parent, node 4, has a positive count.

We can now use this when searching for nodes i matching the
descriptor (dims(j), c). A node i on layer j matches the descriptor
(dims(j), c) if its cell number matches the cell number of the
descriptor ce(i) = ¢ and it is not an S-connector node starting at
the restricted dimension —is_S(i):

s_incl(j,i,c) := (ce(i) = ¢) A (—is_S(i)). (2)
In Figure 3, for descriptor (1, 0), node 6 should be treated as
a match since it is in dimension 1 and has cell number 0 and
does not represent an S-connection. Node 10 also matches the
descriptor, but it represents an S-connection, so it should not be
treated as a match.

We wish to compute inclusion for all nodes on the layers
above the restricted dimension. This requires us to look at each
child of a given node. As the number of children can vary from
node to node, threads in the same warp would stay idle until the
other threads have visited all their children. We address this by
parallelizing over all children instead and letting the children
mark if their parent is included. Observe that now each thread
only visits the current node and its parent, instead of a varying
number of children.

Starting from layer j we compute inclusion for the nodes on
layer j—1 just above the restricted dimension dims(j). The parent
pa(i) of a node i is marked as included if the node i matches the
descriptor s_incl(j, i, c):

Y0 < j < ngims, 0 < ¢ < Neepss
la(j) <i<la(j+1),s_incl(j,i,c):
incl(j, c, pa(i)) := 1.

®)

In Figure 4 node 2 is included since node 6 matches the descriptor.

Sequentially moving towards the root, we can now compute
inclusion for nodes on layer j — k where 2 < k < j. The parent
pa(i) is now included if the node i is marked as included:

Y0 < j < Ngims, 0 S ¢ <neepps, 1 <k <j—1,
la(j—k) <i<la(j—-k+1),incl(j,c,i):
incl(j, c, pa(i)) = 1.

©)

In Figure 4 the root, node 0, is included since node 2 is included.



Similarly, we include nodes on the layer j+1 directly below the
restricted dimension dims(j) if the parent matches the descriptor:

V0 < j < Ngims> 0 < ¢ < ngepps, la(j+1) <i<la(j+2):
incl(j, ¢, i) :== s_incl(j, pa(i),c).

In Figure 4 node 14 is included as node 6 matches the descriptor.

Moving towards the leaves, we compute inclusion for nodes
on layer j + k where 2 < k < ngj,s — j by checking if a node’s
parent is marked as included:

Y0 < j < Ngims, 0 < € < Neeps, 2 < k < Ngims — Js
la(j+k) <i<la(j+k+1):
incl(j,c, i) := incl(j, c, pa(i)).

After we have computed the inclusion of the nodes on the leaf
layer, we can compute which points are included. A point p is
included if the leaf node where it is located pl(p) is included:

(6)

Y0 < j < Ngims, 0 < € < Neejs, 0 S p < Mpgs -

incl(j,c,pl(p)) if j < ngims — 1 7

ce(pl(p)) = c

E.g. in Figure 4 point 1 is included since the leaf node 14 where the
point is placed is included. The computation is done in parallel
over each descriptor as blocks and each point p as threads. We
handle the case of restricting the leaf layer by directly checking
if the placement node’s cell number matches the descriptor.

Restrict and merge combined. INSCY alternates between
restricting and merging as long as S-connections are found. The
merge operation only merges restricted SCY-trees that represent
subspace regions within the same subspace. Therefore, merges
are independent between restricted dimensions in the same re-
cursion. However, remember that the merge operation merges
the newly restricted SCY-tree with the previous merged SCY-tree.
Instead of this sequential process, we devise a strategy to per-
form merges and restrictions simultaneously. Implying that we
avoid allocating space for the temporary restricted and merged
SCY-trees, and by that, save time.

Precomputing SCY-trees to merge. Observe that in INSCY,
what makes the merge process sequential, is that we do not
know in advance which SCY-trees need to be merged for a given
descriptor. However, this only depends on the S-connections
along the restricted dimension. A merge is only necessary if
there is an S-connection between two cells on the restricted
dimension. We suggest precomputing which SCY-trees need to
be merged for each descriptor in advance. First, check if there
is an S-connection for the given descriptor, then compute from
which descriptor the merging process should start. The first check
for S-connections can be parallelized as follows. We define S €
{0, 1}dimsXMNeells g table of whether there exists an S-connection
for a given descriptor. Each entry of S is initialized to 0 and
updated in parallel over each layer j as thread blocks and each
node i as threads. The update entails writing 1 if the node i is
the start of an S-connector path.

inclpts (J,ep) == {

else

Y0 < j < ngims,la(j) <i<la(j+1),is_S(i) :

S(j, cells(i)) = 1. (8)

We use S to compute from which descriptor each merge se-
quence starts. This information is saved in M € NPdims*Mcells
where each entry represents a descriptor. For each entry, we com-
pute which restricted SCY-trees should be merged, denoted by the
cell number ¢ of the descriptor associated with the first SCY-tree
in that merge sequence. Remember that we start a new sequence
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Figure 5: Restrict after combining with merge.

of merges whenever there was no S-connection from the previous
cell S(j, c—1). In other words, if there is an S-connection between
two cells, we continue the sequence with identifier M(j, ¢ — 1).
If not, we start a new sequence with the identifier c.

V0 < j < Ngims, 0 < ¢ < nggpps
{MUJ—l)if@>O)AﬂLc—H
c

else

M(j,c) == ©)

Equation 9 is parallelized over layers j but remains sequential
over cell numbers ¢ since we need to know the preceding entry
M(j,c — 1) to compute M(j,c).

The table with S-connections S and merge map M for the
GPU-SCY-tree in Figure 3 are shown in Figure 5. S contains an
S-connection in dimension 1, starting at cell 0. Therefore, in M,
a merge sequence starts at cell 0, continuing to cell 1.

Avoiding merge sequences. The merge map M allows us to
avoid the merge sequence and instead directly include nodes that
would be in the final restricted SCY-tree for a given descriptor.
More concretely, when checking if a node i on the restricted di-
mensions d = dims(j) matches the descriptor, we instead look up
the restricted dimension and the current node’s cell number in the
merge map M. We treat node i as a match if M(j, ce(i)) matches
the cell number c of the descriptor. This changes Equation 2 into:

s_incl(j,i,¢) :== (M(Jj,ce(i)) =c) A (mis_S(i)), (10)
and Equation 7 into

V0 < j < ngims: 0 < ¢ < Neeprss P < Npts

incl(j, ¢, pl(p)) if j <ngims — 1

M(j,c,ce(pl(p))) =c else

inclpss(j,c.p) = {
(11)



E.g. for descriptor (1, 0), we now also treat node 7 in Figure 3 and
5 as a match, since cell 1 in dimension 1 has a merge sequence
starting at cell number 0.

Since nodes on the restricted dimension are not included,
nodes directly below that dimension will become their grand-
parents’ children instead. This implies that the grandparent can
end up with multiple children with the same cell number. Nodes
with the same parent and cell number would have been merged
in INSCY and must also be merged in GPU-INSCY to ensure that
INSCY and GPU-INSCY still compute the same final restricted
SCY-trees. However, INSCY merges these one by one and GPU-
INSCY merges them all simultaneously. In Figure 5, nodes 14 and
16 will now both be children of node 2, and they have the same
cell number, so they must be merged.

Merging nodes can propagate the problem of children, with
the same cell number, down towards the leaves. We merge such
nodes during our new restrict phase. We keep track of nodes
that need to be merged in the restricted SCY-trees by computing
two things: each node’s new parent n_pa € N"dimsXcellsXNnodes
and the node’s new children n_ch € NdimsXMcellsXMnodesXMeellsX2
Examples of both arrays are shown in Figure 5. All entries of
n_pa and n_ch are initialized to —1. For each descriptor, n_pa
holds the new parents of all nodes. Likewise for n_ch, except that
we make room for all possible children by n..j;s X 2. A node can
have two types of children: normal or S-connector nodes. For
both types, we can have a node for each cell. To look up the type
of a node we use:

0 ifco(i)>0

1 else

S_idx(i) = { (12)

Merge representatives. When merging nodes in the SCY-tree,
we pick one of the nodes to be the representative, which is the
node that will actually be included in the final restricted SCY-tree.
We will lookup the representative node rep(j, c, i) by

rep(j,c, i) == n_ch(j,c,n_pa(j,c,i),ce(i),S_idx(i)).

If a node should be represented in the final restricted SCY-tree
we say that it is fused into that SCY-tree. We call it fused if it is
either merged or included in the SCY-tree. If a node is merged
into the SCY-tree, the count of points and children is added to
the representative node. In Figure 5, nodes 14 and 16 should be
fused, but only node 16 is included as the representative.

We assign a new parent to all nodes that are fused into the
final restricted SCY-tree. This implies that iff n_pa has a value
that is not —1, the associated node has been fused into the final
restricted SCY-tree. Notice that we can use n_pa(j,c,i) > 0 to
check if the parent has been fused instead of just checking if it
has been included incl(j, c, i).

When identifying the new parent of a node i, below the re-
stricted dimension, we look up which node the old parent has
been merged into. This will be one of the children of the new
grandparent of node i, which is identified as the representative
node for the parent:

Y0 < j < Ngims: 0 < ¢ < Ngeprss 2 < k < ngims — s
la(j+k) <i<la(j+k+1),n_pa(j,cpa(i)) >0:
n_pa(j,c, i) :==rep(j, c, pa(i)).

(13)

When computing the new parent for nodes just below the
restricted dimension, we need to skip the nodes on the restricted
dimension, since the restricted layer is removed from the result.
However, for a node above the restricted dimension, there are no
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changes. Therefore, no merge of nodes can occur, and we do not
need to check which child has been picked:

V0 < J < Ngims, 0 < ¢ < Neeglss
la(j+1) <i<la(j+2),s_incl(j, pa(i),c) :
n_pa(j,c.i) := pa(pa(i)).

E.g., the parent of node 14 is node 6, and the parent of node 6 is
node 2. Therefore, the new parent of node 14 is node 2.

For all nodes above the restricted dimension, we do not change
the child-parent relationship, and they can be copied in parallel.

(14)

Vo< j< Ndims> 0 < € < Neepps, 1 < k< J

la(j—k) <i<la(j—k+1),I(j,ci):
n_pa(j,c,i) = pa(i),

n_ch(j,c, pa(i),ce(i),S_idx(i)) = i.

(15)

Below the restricted dimension, we need to decide which of
the merged nodes is the representative. It is not important which
of the nodes is picked, but all threads involved in the merge must
agree on just one node. We do this by letting each node i, that is
fused, write its id as the representative, i.e., the new child:

Y0 < j < Ngims, 0 < € < Neeprs, 1 < k < Ngims —
la(j+k) <i<la(j+k+1),n_pa(jci)>0:
rep(j,c, i) :=i.
We synchronize such that all threads see the same node id, and
only include that node as the new child. E.g., in Figure 5 both
node 14 and 16 would vote for themselves as the representative.

In our example, node 16 was the last to write. Therefore, node 16
becomes the representative. This expands Equation 5 into:

(16)

V0 < j < ngims, 0 < ¢ < Neeps, la(j+1) <i<la(j+2):

incl(j, ¢, i) == s_incl(j, pa(i),c) A (rep(j,c, i) = i), (17)
and Equation 6 into:
V0 < j < im0 < ¢ < Ngepss 2 < k < Ngims — Js
laj+k)<i<la(j+k+1): (18)

incl(j,c, i) :== (n_pa(j,c,i) = 0) A (rep(j,c, i) =1i).

For a point, the placement can change since nodes are merged.
Therefore, we check if the node where the point is placed is fused
into the final restricted SCY-tree. This is the case if the node has
been assigned a new parent. Equation 11 changes into:

V0 < j < Ngimss 0 < ¢ < Neejpes p < Npts
nfpa(j, CuDZ(P)) >0 if j < Ndims — 1

inclpts(j, ¢, p) = {M(j, c.ce(pl(p))) =c

else
(19)

Accumulating count. Now that we know which nodes are
fused into the SCY-tree, we can accumulate the count of points in
the subtree of each node i. For nodes on the same layer, the entry
in n_co might be incremented by different threads. Therefore,
we need to use atomic addition, implying that threads handling
nodes on the same layer must be in the same thread block. For the
layer just above the restricted dimension, we sum the old count
of all children that are normal nodes and fused. If the parent is
included and an S-connector node, we set the count to —1:

V0 < j < Ngims: 0 < ¢ < ngepis, la(j) <i < la(j+1),s_incl(j,i,c) :
if co(i) >0

if co(pa(i)) <0
(20)

n_co(j, ¢, pa(i)) + co(i)

n_co(j, ¢, pa(i)) := {_1



For the nodes on the remaining layers above the restricted dimen-
sion, we iteratively sum the new count of points of the children:
V0 < j < Ngime0 < ¢ < ngeppss 1 Sk < j—1,
la(j—k) <i<la(j—-k+1),incl(j,c,i):
n_co(j,c,n_pa(j,c,i)) :=
. {n_co(j, ¢, pa(i)) + n_co(j,c,i) if co(i) =0
if co(pa(i)) <0

(1)

For all layers below the restricted dimension, the new count is a
sum of the old counts of all fused nodes:

-1

Yo<j< Ndims> 0 < € < Negejps, 1 < k< Ndims = J>
la(j+k) <i<la(j+k+1),n_pa(i) 20:
—1if co(i) <0

n_co(j,c,rep(j,c,i)) + co(i) else
(22)

n_co(j,c,rep(j,c,i)) = {

Overview of restrict and merge operations. To summa-
rize, the restricting and merging for all descriptors is done by

e Initialization: Each entry of incl, incly;s, idx, idxp;s, and
n_co is initialized to 0. Each entry of n_ch and n_pa is
initialized to —1.

e Step 1: Compute for which descriptors the associated SCY-
trees will be merged using two kernels; one that checks for
each descriptor if there is an S-connection, using Equation
8, and one that uses this information to compute which
SCY-trees will be merged, using Equation 9.

e Step 2: Compute which nodes are included in the final re-
stricted and merged SCY-trees, and accumulate the count
of points in the subtrees. We compute the inclusion in the
restriction using five kernels. First, directly above the re-
stricted dimension we use Equations 3, 15, and 20, second,
for the remaining layers above we use Equations 4, 15, and
21, third, directly below we use Equations 17, 14, 16, and
22, fourth, for the remainder below we use Equations 18,
13, 16, and 22, and at last, we compute inclusion of points
by checking if the leaf-node where the point is placed is
included using Equation 19.

o Step 3: We now know which nodes and points are included
in the final restricted SCY-trees. We do an inclusive scan
and decrement each entry with 1 to compute the new
indices for nodes idx and points idxp;s. This is also used
to allocate the arrays for all final restricted SCY-trees.

o Step 4: All needed information has been precomputed, and
we now copy all nodes, points, dimensions, and restricted
dimensions to the final restricted SCY-trees. Each copy is
independent and can be done completely in parallel.

4.2 Density-based clustering on the GPU

In this section, we discuss how to find the subspace clusters for
all points in each SCY-tree. For each subspace region, the clus-
tering process of INSCY is similar to that of DBSCAN [12]. The
main difference is that INSCY supports different density measures
and that clustering is done in a subspace projection. DBSCAN,
and other density-based clustering methods, find clusters by ex-
panding chains of density-connected points. This is a sequential
process that we would like to replace with a parallelized process.

As discussed in related work, G-DBSCAN [5] is a competi-
tive parallelization of full-space DBSCAN with rectangle kernel
for density assessment. To support INSCY subspace clustering
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and further improve runtime performance, we introduce three
major algorithmic solutions: supporting a different unbiased,
i.e., subspace-dependent density-measure, reduced neighborhood
searches, and expanding several clusters at once.

Precomputing the neighborhoods. To compute the neigh-
borhood without allocating worst-case sizes, G-DBSCAN first
computes the neighborhoods’ size, then allocates space, and at
last populates the neighborhoods with the neighboring points.
For GPU-INSCY, the neighborhood of each point in all SCY-trees
can be computed independently of other points and can therefore
be computed in parallel over different thread blocks.

GPU-INSCY additionally takes advantage of already having
computed the neighborhoods in the lower-dimensional subspace
projections of the current subspace. Since adding a dimension to
a subspace only increases the distance between points, previous
neighborhoods can be used to bound the search for neighbors
effectively. We demonstrate that this is an efficient strategy in
the experiments, see Section 5.

Collecting the clusters. Using the precomputed neighbor-
hoods, G-DBSCAN proceeds as follows. While there are still
unclustered points, pick a random point to expand a cluster from.
While that cluster is still being expanded, look at all points in
parallel. If a point has just been added to the cluster, add its neigh-
bors that have not yet been clustered to the current cluster. Since
G-DBSCAN run in parallel for all points, but only a few points
actually expand a single cluster each iteration, many threads are
left idle. We suggest instead that a point adds itself to a clus-
ter. Furthermore, we expand all clusters simultaneously for each
point p in parallel as threads and over each descriptor in parallel
as blocks. We precompute for each point if it is dense and only
perform the following for dense points. For each descriptor, let
C € N"rts be clustering labels for each point p in the SCY-tree
associated with that descriptor. Start by assigning all points to a
singleton cluster, letting the cluster id be the point id, C(p) := p.
While any cluster is still being expanded, look at all points in
parallel. If the point p can reach a cluster with a lower cluster-id
through its neighborhood, add the current point to that clus-
ter C(p) := mingen, (p)u(p} C(q)- Between each iteration, we
synchronize such that all threads know if any cluster has been
expanded. For each iteration we check for all points if they can
be expanded, thus we ensure that all density connected clusters
have been found.

Clustering of each subspace region (SCY-tree) is independent
of each other since the subspace regions are not S-connected,
meaning that no density-connected clusters can span multiple
subspace regions. Therefore, since no communication is needed,
we can compute the clustering in parallel for each SCY-tree using
different thread blocks. However, since we want to perform all
clusterings in parallel and each SCY-tree must have been pruned
first, we can only perform clusterings in parallel at the end.

4.3 Pruning on the GPU

As previously mentioned, we parallelize both pruning phases. In
the interest of space, we keep the discussion brief as it follows the
same approach as for restricting and merging the GPU-SCY-trees.

When pruning the recursion, we compute in parallel for each
point if it is weak-dense. If it is not, mark it as not-included and
propagate the count up in the SCY-tree layer by layer. We also
parallelize the propagation over all nodes on a layer. If the count
in the root is below minc, then we do not continue with the
recursion for this SCY-tree.



Pruning for redundancy is done as follows. For each super-
space of the current subspace, we execute three kernels: Find the
size of each cluster, find all clusters that overlap with points in the
current SCY-tree, and find the smallest cluster that overlaps with
the points in the current SCY-tree. Update the largest smallest
cluster max_min_cluster that overlaps with the current SCY-tree.
If the number of points in the SCY-tree scaled by the parameter r
is smaller than max_min_cluster, we do not perform clustering
for this SCY-tree because it can only contain redundant clusters.

4.4 Trading off speed for memory usage

Each recursive call of GPU-INSCY is parallelized over all descrip-
tors simultaneously. This requires that we keep all final restricted
SCY-trees, neighborhoods, and clusters in memory for all descrip-
tors. However, memory on the GPU is limited, putting a bound on
how large inputs we can process in parallel. There is, therefore, a
natural trade-off between memory usage and how many descrip-
tors we efficiently parallelize over simultaneously. To support
efficient processing of larger inputs, we devise a version of GPU-
INSCY called GPU-INSCY-memory that iterates over subsets of
descriptors that we then parallelize over. We study this trade-off
experimentally in Section 5.

5 EXPERIMENTS

5.1 Experimental setup

We conduct experiments for comparison of GPU-INSCY with
INSCY on synthetic and on real-world data, and study impact
of parameters on a workstation with Intel Core i7-9750HF CPU
2.60GHz X 12 cores, 16 GB RAM, GeForce GTX 1660 TI 6 GB
dedicated RAM. The large scale experiments in Section 5.4 are
executed on NVIDIA TITAN V 12 GB dedicated RAM, Intel Core
E5-2687W 3.100GHz X 10 cores, 400 GB RAM.

We use a search-tree for efficient neighborhood search in
INSCY, which provides a large speedup and makes it a fairer com-
parison. We have experimentally validated that GPU-INSCY and
INSCY produce identical subspace clusterings. Plots and further
details have been omitted due to the space limit. We provide our
source code at: https://github.com/jakobrj/GPU_INSCY.

5.2 Comparison with INSCY.

For subspace clustering, the dimensionality and size of the dataset
are dominating factors regarding runtime. Especially dimension-
ality since, as the number of dimensions increases, the number
of possible subspaces increases exponentially.

To compare INSCY and GPU-INSCY and the impact of input
data, we use the data generator provided by [1] to generate syn-
thetic datasets with dense clusters in arbitrary subspaces that
may overlap and have a small percentage of noise. As in [7], we
generate different datasets with four hidden subspace clusters.
All runtimes are averages of three runs on datasets with the same
generator settings. All dataset have been min/max-normalized.
The default parameters for INSCY and GPU-INSCY in these ex-
periments are F = 1, R = 1,y = 8, ¢ = 0.01, n,yys = 4, and mine
is set to 5% of the data points.

To analyze components of our algorithm, we also test GPU-
INSCY* and GPU-INSCY-memory. GPU-INSCY" is a version of
GPU-INSCY that does not bound the neighborhood search, so
that we can study the effect of bounding the neighborhood search.
GPU-INSCY-memory is described in Section 4.4. For our exper-
iments we group the descriptors by the dimensions such that
each iteration of the recursions is only parallel over the cells.
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Comparison of INSCY and GPU-INSCY. In Figure 6a, the
running time for INSCY is decent for lower dimensions but in-
creases rapidly for higher dimensions. GPU-INSCY reduces the
running time to a point where it is faster to find subspace clus-
ters for 25 dimensions using GPU-INSCY than finding subspace
clusters for two dimensions using INSCY. In fact, in Figure 6c,
the speedup of GPU-INSCY relative to INSCY keeps increasing.
For 30 dimensions we achieve a factor of speedup of more than
2000%. A similar effect is observed for increasing the number of
points. In Figure 6b, INSCYs runtime again increases faster than
for GPU-INSCY. In Figure 6d, we see that the speedup becomes
a factor of several thousand. This speedup is much higher than
expected for the relatively low number of 1536 cores on our GPU.

Comparison of versions of GPU-INSCY. As mentioned in
Section 4.2, we attribute this dramatic speedup to our bounding
of the neighborhood searches. This effect is also clear in Figure
6¢c and 6d, where we see that GPU-INSCY* achieves a 500-1000%
speedup, corresponding to a good use of the cores, and GPU-
INSCY achieves a substantially larger speedup of up to 14’000x
obtained by our improved neighborhood search. GPU-INSCY-
memory allows us to run on larger datasets, with only a slight
reduction of factor 2 in speedup, which is a reasonable trade-off.



5.3 Real world datasets

We also demonstrate GPU-INSCY speedups for real-world datasets.

We report runtimes on the three datasets (glass, vowel, pendigits)

[23] also studied in [7, 8]. The glass dataset Xgy455 € R214X9

vowel Xyope1 € R990X10, and pendigits Xpendigits € R7494x16

Furthermore, we also evaluate on a more sizable higher dimen-
sional real world data set, part of the SkyServer dataset[27]
that contains measurements of objects in the sky, e.g., stars and
galaxies. We select three different areas of size 0.5%0.5, 1x1, and
1x2, measured in spherical coordinates (RA/Dec): Xsk y(0.5x0.5) €
R7253X17 Xskey(1x1) € R29627X17 apd Xskey(1x2) € R59285X17 Ey_
periments are aborted if they run for more than 24 hours, as
INSCY does for larger setups. In Figure 7, we see that we obtain
high speedups on all datasets, but much higher for larger datasets
up to 157000 speedup.

5.4 Effect of parameters

In this section, we study the effect of parameters for the density
criterion, ¢, y1, F and the model parameter n,jj.

In particular, the parameters for the density criterion are ex-
pected to impact the running time. Especially the neighborhood
radius ¢ is interesting since GPU-INSCY uses a strategy for re-
ducing the neighborhood search that INSCY does not employ.
The bigger the part of the subspace region that the neighborhood
radius covers, the less we save by reducing the search area for
the neighborhoods. Therefore, we expect that GPU-INSCY will
obtain the greatest speedup for smaller values of ¢. In Figure 8a,
we study the range of ¢ between 0 and 0.02, and see that this is
the case, but that the speedup remains large for the entire range.

The minimum number of points in the neighborhood y and
density threshold F only affect the number of points that are
dense and weak-dense. The fewer points that are dense or weak-
dense, the fewer points INSCY and GPU-INSCY need to process.
As this is the same fraction of points for both INSCY and GPU-
INSCY, we, therefore, expect to see a similar reduction in time for
both algorithms. For y, we study the range between 2 and 16, as
this parameter is intended as a cut-off for avoiding tiny subspace
clusters in very high-dimensional subspace projections (called
pseudodense in INSCY). The factor F that governs the extent
to which expected density is exceeded is evaluated in the range
between 0.5 and 2.5. A value of 0.5 implies that we only expect a
point to be half as dense as the expected density, which is a very
low criterion, and 2.5 is more than twice the expected density,
which is rather high. In Figure 8b and 8c, we see that the speedup
for the density parameters remains stable for both criteria. As
expected, we see that the running time decreases equally for both
INSCY and GPU-INSCY as p increases.

The parameter number of cells n..j;; does not change the
result, but only how we partition the subspace into cells and
regions. We can, therefore, pick whichever number of cells INSCY
or GPU-INSCY perform the best at. In Figure 8d, we study a
range between 2 and 10 cells. Here both INSCY and GPU-INSCY
perform best at a lower number of cells, especially GPU-INSCY.

5.5 Scalability and different distributions

We evaluate scalability and different data distributions for GPU-
INSCY alone. The running time of INSCY quickly becomes too
high, e.g., more than 10 hours for 8000 points and 15 dimen-
sions, which makes experiments for large inputs infeasible. In
this section, we use GPU-INSCY-memory.
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To test various distributions, we use the generator provided
by [9], but modify it to generate clusters in random subspaces
and not just the first k dimensions. The default settings used
for the dataset generator are 64000 points with 4000 points for
each cluster, except 1%, which is uniformly distributed noise. The
dataset values range from —100 to 100, and the full space consists
of 15 dimensions. Each cluster is normally distributed with a



standard deviation of 0.3 in a random 3-dimensional subspace. All
datasets have been min/max-normalized. The default parameters
for GPU-INSCY in these experiments are F = 0.1,R=1, =1,
€ =0.0003, ngepis = 4, and minc = 500 points.

Scalability. Figure 9a shows runtimes with increasing dataset
size |X| up to 1°024°000. The figure shows that GPU-INSCY per-
forms subspace clustering on 1°024°000 points in less that 20
minutes. We also run experiments for increasing dimensionality
|D| up to 50, as shown in Figure 9b. GPU-INSCY can perform
subspace clustering in 50 dimensions (and on 64000 points) in
less than 6 minutes.

Data distribution. We evaluate performance on data with
different distributions using the same setting as for scalability.
In Figure 9c, we increase the number of clusters, keeping clus-
ter distribution (standard deviation) and total number of points
fixed. As we can see, large numbers of clusters further reduce the
runtime of GPU-INSCY, as it finds fewer points in each neighbor-
hood when the number of points per cluster decreases. In Figure
9d, we increase the spread of clusters (standard deviation). Again,
the runtime of GPU-INSCY further improves, as neighborhoods
are again less populated. Finally, we conduct an experiment with
stable density. As the number of clusters is doubled, we increase
cluster density accordingly by halving standard deviation. As
Figure 9e confirms, similar density results in stable runtime when
scaling number of clusters.

To summarize, the trend is that a lower density implies fewer
points in each neighborhood and, therefore, a lower runtime.
This means that GPU-INSCY scales particularly well for large
numbers of clusters and clusters that are spread.

Overall, GPU-INSCY outperforms INSCY by two-four orders
of magnitude with respect to runtimes for all tested settings.
Even on our small GPU, we measure the running time in seconds
instead of hours for smaller datasets (< 10°000 points and 15
dimensions) and minutes instead of days for larger datasets.

6 CONCLUSION

In this paper, we propose GPU-INSCY, a novel GPU-parallel
algorithm for dimensionality-unbiased density-based subspace
clustering, following INSCY. GPU-INSCY outperforms INSCY by
several orders of magnitude. To achieve this, we utilize GPU cores
by restructuring both the algorithmic processing and the data
structure SCY-tree used in INSCY to fit the GPU computational
model. Furthermore, GPU-INSCY proposes a further reduction
of the time spent on neighborhood searches. Our experiments
show that GPU-INSCY scales well w.r.t. dimensionality and size
of the dataset, and compared to INSCY, the gap even continues
to grow with the scale of data.
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ABSTRACT

Graph databases are used for different applications like analyzing
large networks, representing and querying knowledge graphs,
and managing master data and complex data structures. Besides
graph analytics, the transactional processing of concurrent up-
dates and queries represents a challenging data management task.
In this paper, we investigate the usage of persistent memory as a
very promising technology for graph processing. We present a
novel architecture for transactional processing of queries and up-
dates on a property graph model that exploits and addresses the
specific characteristics of persistent memory by hybrid storage
and memory management as well as a just-in-time query compila-
tion approach. Our experimental evaluation on interactive short
read and update query workloads show that PMem-based systems
that are well-designed to exploit PMem characteristics outper-
form traditional disk-based systems significantly and have only
a small overhead compared to DRAM-only systems. Moreover,
the evaluation shows that JIT compilation brings performance
benefits especially when an adaptive compilation approach is
leveraged to hide the overhead of compilation as well as the
latency of PMem.

1 INTRODUCTION

Graph databases represent an important class of NoSQL systems
with numerous flavors, including systems for analyzing large
graphs, systems for querying knowledge bases, and systems sup-
porting updates on graphs and navigational queries. They are
designed for different graph data models ranging from RDF triples
to property graph models, as well as different processing mod-
els from database query processing to approaches like the bulk
synchronous parallel (BSP) model.

The numerous available systems mainly adopt the typical ar-
chitectures of database systems, i.e., traditional disk-based archi-
tecture, in-memory architecture or scalable, distributed solutions.
Graph data are either stored in disk-based data structures and
loaded into memory for processing or kept directly in in-memory
structures (without requiring to load data during startup) while
using techniques like logging to allow for persistent updates.

In this work, we present a novel architecture for graph
databases based on persistent memory (PMem). PMem - also
known as non-volatile memory (NVM) or storage-class mem-
ory (SCM) — is one of the most promising trends in hardware
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development which have the potential to hugely impact database
system architectures. Characteristics such as byte-addressability,
read latency close to DRAM but with read-write asymmetry, and
inherent persistence open up new opportunities for database sys-
tems. Specifically, Intel’s Optane DC Persistent Memory Modules
(DCPMMs) are already available on the market and supported by
the Persistent Memory Development Kit (PMDK) [17]. Several
studies, as well as our experiments, have identified the following
characteristics of this technology (we elaborate these in more
detail in Section 3):

(C1) PMem has a higher latency and lower bandwidth than
DRAM.

(C2) Reads and writes on PMem behave asymmetrically.

(C3) DCPMMs internally work on 256-byte blocks.

(C4) Failure atomicity is only guaranteed for 8-byte aligned
writes.

The focus of our work is an architecture for hybrid transactional/
analytical processing (HTAP) on a property graph model. Trans-
action support covers insert/update/delete operations on nodes,
relationships, and their properties with ACID guarantees. Fur-
thermore, we support Cypher-like navigational queries. In this
paper, we particularly focus on data structures and techniques for
query and transaction processing in graph databases exploiting
PMem and addressing the characteristics (C1)-(C4) mentioned
above. Although we aim for HTAP, we do not consider graph
analytics in this paper yet. Exploiting PMem for graph analytics
is discussed by other researchers, e.g., in [13]. Our contributions
are as follows:

o We present the architecture of an HTAP graph engine with
storage structures designed for PMem, primarily taking
(C1)-(C3) into account.

o We discuss the implementation of a timestamp ordering-
based multiversion concurrency control (MVTO) protocol
optimized for PMem addressing (C4).

e We describe our just-in-time (JIT) query compilation ap-
proach for compiling graph queries into machine code to
hide the higher latency of PMem as described in (C1).

Thus, the novelty of our work lies in the design, adaptation as
well as evaluation of transaction and query processing techniques
to leverage the idiosyncrasies of persistent memory for graph
databases.

2 RELATED WORK

Several of the approaches presented in this paper are based on
insights from previous work. In particular, the lessons learned
regarding the new concepts of data structures for PMem had a

10.5441/002/edbt .2021.05
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major impact on the design decisions for our graph engine. There
is, to our knowledge, no transactional graph system or JIT query
compilation approach targeting persistent memory, yet. Hence,
we approach the subject from three directions: general graph
management, PMem-aware data structures and storage engines
as well as query compilation.

Graph Management. For graph data management, numer-
ous data models and systems have been proposed in the past.
Among the several database models for graph data [3], RDF for
the Semantic Web and property graph models are the most promi-
nent. On top of these, query languages like SPARQL for RDF triple
data, diverse SQL dialects, and dedicated languages like Cypher!
and Gremlin [36] have been developed. The SQL standardization
committee is currently working on standardizing the graph query
language GQL.

Depending on the supported data model and query language,
graph database systems are either special-purpose systems such
as triple stores for RDF like Virtuoso, native stores for prop-
erty graphs e.g., Neo4j, relationally-backed approaches such as
DB2RDF [7] and EmptyHeaded [1]; or extensions of SQL systems
like Grail [11] and SAP HANA [37]. Here, standard DBMS imple-
mentation techniques are used for data storage, indexing, trans-
action management, and query processing. Particularly, traversal
operations [32], as well as support for graph analytics [29, 38],
play an important role. However, only very few approaches try
to support HTAP workloads (TigerGraph, Neo4j) and to our
best knowledge, no established graph system is utilizing PMem
yet [6].

Recently, however, Gill et al. [13] investigated the application
of DCPMMs in Memory mode for running graph analytics. They
evaluated large scale data sets on existing graph frameworks and
demonstrated that their NUMA-aware algorithms on cheaper
single machine setups with DCPMMs can outperform more ex-
pensive DRAM-only cluster setups. With Sage [9], the authors
have shown that the AppDirect mode of DCPMMs in combination
with sophisticated algorithms can even achieve a better perfor-
mance than an unmodified in-memory graph database used on
PMem in Memory mode. They especially address the asymmetry
of PMem by introducing the parallel semi-asymmetric model.
Here, the entire graph is stored as a read-only copy in PMem and
a smaller mutable part in DRAM. A volatile auxiliary structure
keeps track of deleted edges for graph filtering. Since the focus is
on parallel analytical queries, we assume that no transactional up-
dates are possible. In this paper, we want to make the appropriate
contribution in this regard.

PMem-aware Storage Designs. Researchers recently started
adapting existing data structures to PMem. This includes several
variants of the B*-Tree [8, 43], hybrid variants like the FPTree
[31], the LB*-Tree [27], DPTree [49], and HiKV [47], as well as
LSM-Tree variations [19]. There are also latch-free B*-Tree vari-
ants targeting modern hardware, such as the Bw-Tree [26, 45] and
the BzTree [4]. While the former addresses multi-core systems
with flash storage, the BzTree is explicitly designed for PMem.
Apart from the individual data structures, some approaches for
PMem-based storage engines have been proposed. SOFORT [30]
is a columnar transactional storage engine leveraging PMem
by minimizing logging and updating data in place, aiming for
mixed OLAP and OLTP workloads. Peloton [33] is another re-
lational DBMS engine already considering PMem by applying
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write-behind logging [5]. The basic idea is to write and flush
all changed entries in-place to PMem during commit. A more
recent proposal is the key-value store RStore [25]. It opts for a
log-structured design with an index. It utilizes linked and fix-
sized append-only blocks in PMem. Once a block is full, it is
considered immutable and indexed in a volatile tree which is
rebuilt during recovery. Additionally, RStore employs partitions
that are owned by only one thread at a time, each having its own
log to parallelize recovery.

JIT Query Compilation. Similarly, there are numerous
works on query compilation techniques. Neumann [28] presented
a query compiler architecture using the LLVM framework? to
generate and compile code for queries in the HyPer database.
Based on this, Kohn et al. [21] proposed an approach to mask
the compilation time by compiling the query in the background
while interpreting it. They further improve the efficiency by using
different execution modes depending on the query type. There
are also works that try to provide a lightweight approach, apart
from LLVM. An alternative approach, LegoBase, provides a query
compiler that generates high-level code in multiple steps, where
each step replaces declarative components of the query with
imperative code [41]. Funke et al. [12] proposed a lightweight
intermediate representation (IR) to reduce compilation times for
queries by estimating value lifetimes before code generation. The
Voodoo IR [35] is a declarative algebra for utilizing many-core
architectures and GPUs by generating OpenCL code. Although
these approaches are designed for relational DBMSs, query com-
pilation is also applied in several graph DBMSs, like TigerGraph
and Neo4j. However, while JIT query compilation is a broad re-
search topic, there is presently no system that utilizes it to hide
the memory access latency of PMem.

3  PERSISTENT MEMORY SPECIFIC DESIGN
GOALS

This section aims to summarize the observations of several stud-
ies as well as our experiments regarding the characteristics and
challenges introduced by PMem - in particular, Intel’s Optane
DCPMMs. Subsequently, we derive general design goals for sys-
tems trying to integrate PMem in their hardware landscape. We
hope they help others to avoid common pitfalls when conceiving
new efficient systems for modern storage hierarchies.

3.1 Characteristics and Challenges

The first three items presented are specific characteristics of
Intel’s DCPMM technology, while the remaining are explicit
challenges that mostly result from PMem and other system pecu-
liarities.

(C1) PMem has a higher latency and lower bandwidth
than DRAM. Random access read latency and the read
bandwidth of PMem is worse than DRAM by a factor of
about three. Persistent writes are also slower than writes
to DRAM. PMem bandwidth is about 7 X lower than that
of DRAM [42, 48].

Reads and writes on PMem behave asymmetrically.
This concerns several aspects, namely performance, en-
ergy consumption, and cell wear. Asymmetrically slower
writes cost more energy and lead to wear.

DCPMMs internally work on 256-byte blocks. They
utilize a write combining buffer that is used to reduce

(C2)

(C3)
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write load by trying to combine four cache lines into one

256-byte block write. Interestingly, read operations also

benefit when a multiple of the block size is used [42, 48].
(C4) Failure atomicity is only guaranteed for 8-byte
aligned writes. The largest failure-atomic store instruc-
tion covers only 8 bytes of data, aligned on an 8-byte
boundary. Anything larger has to be implemented in soft-
ware. This means that inconsistencies of data structures
due to partial changes in case of system failures and re-
ordering of instructions by the compiler or the CPU have
to be avoided.
PMem allocations are expensive. Compared to DRAM
allocations, PMem allocators such as the PMDK allocator
need significantly more time [14, 15, 24]. This is mainly
due to the necessity of cache line flushes and recovery mea-
sures. In conjunction with the higher latencies of PMem,
allocations can be —depending on the number of threads-
up to 8x slower than on DRAM [24].
Dereferencing persistent pointers can prevent opti-
mizations. A persistent pointer is a 16-byte structure
consisting of a pool identifier (similar to a file path) and an
offset in this pool. It was introduced in PMDK and keeps
its validity across application restarts. Since this concept
of persistent pointers is not integrated into compilers (yet),
their handling cannot be automatically optimized as it is
the case for volatile pointers [39].

(C5)

(Ce)

3.2 Design Goals

From the above characteristics and challenges, we can more or
less directly formulate corresponding general design goals as
follows. Apart from the generic usability of these goals, we will
also use them as a foundation for the design decisions in the next
section.

(DG1) Algorithmically save writes (C1 & C2). This was one
of the first common goals when PMem came up. The idea
is to reduce the number of writes by trading them off for
more reads. Furthermore, certain intermediate results
can be kept in DRAM instead of PMem. In practice, it
has been shown that not the number of writes but rather
the number of flushed cache lines is decisive.

Opt for a DRAM/PMem hybrid storage design (C1
& C2). It has been shown that a pure PMem-only archi-
tecture causes too much performance degradation com-
pared to its DRAM counterpart. A hybrid DRAM/PMem
approach is therefore highly recommended when seek-
ing the best performance and still requiring persis-
tence [14, 15].

Optimize the access granularity to 256 bytes (C3).
Besides, the data structures should be aligned to cache
lines. Only then a sequential pattern and correspond-
ingly the peak bandwidth can be reached. Everything
else can be considered as random access.

Prefer failure-atomic writes over logging or shad-
owing (C4). For this purpose, flushing of cache lines via
the clwb (cache line write back) instruction and barriers
such as sfence (store fence) have to be used. However,
the number of such barriers should be minimized for best
performance. PMDK transactions can be used to simply
and universally achieve failure atomicity. However, for
performance-critical sections, the underlying logging

(DG2)

(DG3)

(DG4)
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and snapshotting approach can lead to excessive over-
head. Thus, in the long run, an individual realization of
failure atomicity with optimally arranged 8-byte stores,
clwb instructions, and barriers should be preferred.

(DG5) Use group allocations and reuse blocks of memory
instead of deallocating (C5). Not every new record in
a system should be associated with an allocation. The
less frequent allocation of larger blocks or groups can
amortize the overhead. Deallocating can also be replaced
by suitable free space management. Since they increase
the number of allocations, copy-on-write techniques
should be replaced by in-place updates or reuse a pre-
allocated space.

(DG6) Avoid dereferencing of persistent pointers (C6).
Persistent pointers should preferably only be used dur-
ing application (re)start for initialization. Afterward, the
current valid virtual pointer or application-specific off-
sets should rather be used. Alternatively, the external
location could be converted to a virtual reference once
before using it multiple times. In addition, pointer chas-
ing should be avoided as well, as shown in [14, 15].

4 STORAGE MODEL

Essentially, there are two classes of graph data models, namely
RDEF triple stores and property graphs. RDF stores express every-
thing as triples (subject-predicate-object) which link two nodes
or a node to a property value (also called resources and liter-
als). Predicates can therefore be relationships or property keys.
Property graphs, on the other hand, consist of explicit node,
relationship, and property structures where the properties are
directly assigned to a node or relationship. The RDF model cre-
ates a lot of redundancies, which could lead to additional write
load, which in turn will most likely have a negative impact on
PMem performance. Therefore we decided to opt for the property
graph model, which is more compact, more expressive, and more
efficient to query.

Data Model Definition. In the following, we adopt a prop-
erty graph model where a graph G = (N, R) consists of nodes
N and directed relationships R € N X N. Eachnode n € N is
identified by a unique identifier id : N — ID. Furthermore, a
label (used, e.g., as a type descriptor) is assigned to each node
and each relationship via a labeling function/ : {N UR} — L
where L is the set of labels.

Properties are represented as key-value pairs (k,v) € P with
P = K x D where K denotes the set of property keys and D the
set of possible values including numbers, strings, etc. To each
node and relationship, a set of properties can be associated via
p: {NUR} — P(P) where P(P) denotes the power set of P.

4.1 Design Decisions

The above data model is implemented by storing the graph in
node, relationship and property tables maintained in persistent
memory. For efficient data access, the specific characteristics of
current PMem technology as mentioned in Sections 1 and 3 have
to be taken into account. The application of our derived design
goals led to the following key design decisions:

(DD1) Each of the tables is managed as a linked list of chunks
where a chunk is a fixed-sized array (cache-line aligned
and a multiple of 256 bytes) of records. To reuse the



space of deleted records, standard free space manage-
ment using a persistent list is implemented. This way,
tables can dynamically and efficiently grow or shrink for
updates, by allocating/deallocating chunks (DG3, DG5).
A chunk stores equally-sized records of the same type
(nodes, relationships, properties). Thus, records can be
addressed via their offsets. Similar to a sparse index,
an additional persistent lookup table allows efficient ac-
cess to chunks based on the record offset (DG1, DG6).
Note that we use array offsets because they can be rep-
resented as 8-byte integers instead of 16-byte persistent
pointers. This not only saves space but also allows for
failure-atomic stores and avoids costly dereferencing
(DG1, DG3, DG6).

In order to represent nodes and relationships as equally-
sized records, properties are outsourced to a sepa-
rate table. Furthermore, all variable-length values (e.g.,
strings) are dictionary encoded. Both lead to a reduced
number of write operations (DG1).

The connections between nodes and their relationships
as well as their properties are represented via array off-
sets instead of (persistent) pointers. Because relation-
ships are directed, each node refers to its list of both
outgoing and incoming relationships, also via offsets.
The storage model is designed hybrid both for sec-
ondary indexes and for transaction management (DG2).
Further details are provided below.

(DD2)

(DD3)

(DD4)

(DD5)

4.2 Key Data Structures

In the following, we give an overview of the key data structures
to represent the property graph model and further structures
necessary to realize our design decisions and achieve a great
performance.

Nodes, Relationships, and Properties. Fig. 1 illustrates the
primary storage structures of a persistent graph which we have
implemented using Intel’s PMDK [17]. The highlighted row illus-
trates a respective node or relationship record. On top of both the
node and relationship table, an additional sparse index is used
which maps the identifiers of the first record of each chunk to
their corresponding memory location. For each chunk there is
a bitmap to indicate free and occupied record slots, enabling an
efficient reclamation of deleted entries. The chunks are linked
by a persistent pointer to allow the scanning of all data. Node
records consist of a label, the offset of the first incoming and first
outgoing relationship, as well as the offset to their properties.
Relationship records also have a label as well as the offset to their
properties. Furthermore, they store the location of the source
and destination nodes that they connect. Optionally, relation-
ship records hold offsets to the next relationships of their source
and destination node. Note that the records for nodes and rela-
tionships contain a few additional fields needed for transaction
processing which are described in Section 5. In total, this results
in a record size for nodes and relationships of 56 and 72 bytes
respectively.

The properties are stored in a separate chunked table as key-
value pairs. These are grouped in batches, each belonging to a
single node or relationship, to obtain cache-line-sized records.
In order to allow variable-length key-value pairs, string types
are stored as dictionary codes. If there are more properties for a
single node or relationship, the property record links to the next
entry. These data structures resemble the typical storage layout
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Figure 1: Graph data structures

of disk-based, table-oriented systems such as SQL databases or
even graph databases like Neo4j. However, in our case, table
chunks are not copied between disk and memory but instead
accessed directly in PMem. In addition, nodes, relationships, and
associated properties can be addressed individually via their
identifiers/offsets.

Dictionary. As mentioned before, to allow for variable-length
labels, property keys, and values, a dictionary is used. This com-
presses strings and, thus, reduces space and write overhead as
well as ensures that records remain addressable by offset. Fur-
thermore, the comparison of codes instead of strings speeds up
operators such as filters. The dictionary consists of two hash
tables for bi-directional translation to make lookups fast. These
must be kept persistent, in case of failure, since the codes and
strings are not stored elsewhere. An alternative could be to only
store one of the hash tables in PMem and rebuild the other DRAM-
resident part. Depending on the workload (either more inserts or
more queries), the more frequently used table should be kept in
DRAM.

Hybrid Indexes. The table-based storage model is useful for
lookups on physical node/relationship identifiers (which repre-
sent array offsets) as well as scan-intensive processing where
large parts of the nodes or relationships are visited. However,
for lookup queries on node/relationship properties, scans are too
expensive. In order to accelerate these queries, we additionally
provide B*-Tree indexes. An index can be constructed on nodes
with a given label and for a property. The values of these proper-
ties are used as keys in the index. Since the indexes are secondary
data structures that can be rebuilt in the event of a failure, they
do not have to be completely persistent. To still have a good com-
promise between recovery and query performance, we opted for
a DRAM/PMem hybrid approach (selective persistence) similar
to [18, 31, 47]. In particular, this means that the leaf nodes are
stored in PMem and the inner nodes in DRAM, resulting in a
maximum of one PMem-resident node being read per lookup
(if not already cached by the CPU) and significantly reduced
recovery time. This has an additional economic advantage since
less DRAM is used, which we expect to be more expensive than
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PMem in the near future. In accordance with DG3, all nodes on
PMem are cache-line-aligned and a multiple of 256 bytes. For
analytical queries, multi-dimensional index structures optimized
for PMem could also be used where properties represent the
dimensions [18].

5 TRANSACTION PROCESSING

An HTAP architecture requires high-performance concurrency
control mechanisms. Several studies in the past [34, 46] have
shown that DBMSs with multi-version concurrency control
(MVCC) exhibit higher concurrency than their single-version
counterparts. Here, transactions can be concurrently executed
on different versions of the same object, thus increasing the over-
all transaction throughput especially when the transactions are
long-running and contention is high [22]. This also allows for
scalability and efficient utilization of modern multi-core CPUs.
MVCC is implemented differently by different DBMSs, each mak-
ing certain design decisions in order to optimize for its target
workloads. The interplay between these design decisions ulti-
mately results in computation and storage overhead trade-offs.
Below, we discuss how we implemented these MVCC design de-
cisions in a PMem setting to achieve our design goals presented
earlier in Section 3.

5.1 Concurrency Control Protocol

Existing concurrency control (CC) protocols such as two-phase
locking (2PL), optimistic concurrency control (OCC), or times-
tamp ordering (TO) can essentially be used in a multi-version
setting. We chose MVTO as our CC protocol. With our MVTO
implementation, we support updates of an arbitrary number of
objects within a single transaction and achieve snapshot isola-
tion guarantees. Note, that we use MVTO here mainly as an
example to evaluate how an MVCC protocol implementation can
exploit and address the specifics of PMem. However, in princi-
ple, the main concepts should apply to implementations of other
protocols too.

There is a transaction identifier (timestamp), txn-id, given to
each transaction at the beginning of the transaction that uniquely
identifies it. Each data object maintains meta-data fields for con-
currency control purposes. To this end, we extend the data struc-
tures of nodes and relationships, as shown in Fig. 2, by additional
persistent fields — txn-id, begin timestamp bts, end timestamp
ets and read timestamp rts - and a volatile field - pointer. The
txn-id-field is used for write-locking, by way of coordinating
which versions are valid for which write-transactions. By default,
it is set to zero except if the object is locked by a write-transaction,
where it is set to the transaction’s txn-id using a CaS instruc-
tion [22]. The begin timestamp and end timestamp fields mark
the validity of an object for access by a read-transaction, while the
read timestamp indicates the latest transaction that read it. The
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pointer field stores a volatile pointer to a list of dirty objects (i.e.,
in DRAM) to address (DG1) and (DG2). Alternatively, the bts,
ets, and rts fields and perhaps also the txn-id of the current
version could be moved to DRAM in order to reduce the persis-
tent record size. These fields could then be re-initialized during
recovery (or during the first access after a failure). However, this
could also be disadvantageous because the transaction informa-
tion of the current version would always have to be retrieved
with another random read in DRAM.

Write transaction. A transaction T always updates the latest
version of an object o. It creates a new version 041 of the object
if no other transaction has a lock on 0; and o; has not been
read by a more recent transaction (i.e., the transaction identifier
id(T) > rts(o;)). Otherwise, T aborts. The txn-id field of 0;41
is set to id(T). In case of an update, 0;41 is kept in the dirty list
in volatile memory until commit. If the transaction inserts a new
object, this object is already stored in the persistent array (i.e., in
PMem), but still locked until the end of the transaction.

Read transaction. A transaction T reads version o; of an ob-
ject for which id(T) is between the bts and ets, i.e., bts(o;) <
id(T) < ets(o;), and which is not locked by another active trans-
action. Thus, the object is accessed in PMem first (representing
the most recent committed version) and if this is not the version
valid for T then the dirty list in volatile memory is traversed to
retrieve the correct version. In case of a lock held by another
transaction, the transaction is aborted. Upon reading o;, the rts
field is updated to id(T) unless rts(o;) > id(T). In this case, the
transaction reads an older version without updating rts.

Commit. For commit of a transaction T, the timestamp fields
of the updated object version 0;41 are set accordingly: bts to
id(T) and ets to INF and for the previous version o;, the field
etsis set to id(T). In the case of delete, ets of the deleted version
0i+1 is set to id(T) instead. If the object was newly created, how-
ever, it is simply unlocked (i.e., resetting txn-id to 0). Otherwise,
0i+1 has to be copied back to PMem. In order to guarantee failure
atomicity, this memory copy has to be performed atomically. This
can be implemented in different ways. One approach is to rely
on the solution provided by the Intel PMDK to atomically update
and persist data that is larger than the power-fail atomic size
or portions of data that are non-contiguous. PMDK uses trans-
actional operations for memory allocation, freeing, and setting.
Internally, these transactions are implemented via redo logging
to ensure the atomicity of memory allocations and undo logging
for transactional snapshots [40]. Other approaches are, e.g., using
Multi-Word CaS instructions such as PMwCAS [44] which allows
atomically changing multiple 8-byte words on PMem. In our cur-
rent implementation, we use the PMDK solution for the sake of
simplicity (DG4). However, this comes with a small overhead.



5.2 Version Storage

A transaction updating an object version o; creates a new ver-
sion 0;4+1 by making a copy of o; and appending it to the front
of the list of dirty versions (i.e., version chain). It then performs
all updates on 041 in DRAM until commit. Keeping all uncom-
mitted data in volatile memory is a design decision we made in
order to minimize the number of writes to PMem (DG1, DG2).
This hybrid DRAM/PMem approach allows for the creation of
all versions by transactions to be a volatile copy instead of the
more expensive copy to PMem, and also allows for all the write
operations that occur during the lifetime of a transaction to be
performed at DRAM latency until the transaction is to commit
when the updates are finally persisted in PMem. Note that a dirty
object has the same structure as its committed version but with a
different validity interval (as specified by the range [bts, ets]).

5.3 Garbage Collection

In our current implementation, we use Transaction-level Garbage
Collection (GC), where storage space occupied by dirty ver-
sions that are not going to be used anymore is reclaimed at
transaction-level granularity [46]. A node or a relationship main-
tains a volatile dirty list, only if there is a valid dirty version of it.
A dirty version is not used anymore if it becomes invalid (i.e., the
transaction that created it aborts) or if it is no longer visible to any
active transaction (i.e., its ets < id(T) of the oldest active trans-
action T). All empty or unused dirty lists are discarded during a
commit. If the storage space to be reclaimed is in PMem, either
because a committed transaction deleted the object or the object
was inserted by an aborted transaction, we do not deallocate the
record slot(s). Rather, we simply mark it with a bitmap as free
for later reuse (DG5).

6 QUERY PROCESSING

The characteristics of PMem have several implications for query
processing. First of all, data access is no longer block-oriented
and, therefore, has to be optimized for sequential access. The
direct and byte-addressable access is very similar to in-memory
databases. In graph databases, this is particularly useful for tra-
versal operators. However, as mentioned above, reading from
PMem is slower than from DRAM. Hiding this higher latency
requires efficient cache utilization, multithreaded processing, and
various execution modes.

6.1 Push-based Approach

We address these requirements by a multithreaded push-based
query engine. Our engine provides a set of graph-specific algebra
operators [16] such as NODESCAN, RELATIONSHIPSCAN, and FORE-
ACHRELATIONSHIP; as well as standard relational operators like
FILTER, PROJECT, and several JOIN variants. As every operator
is implemented and ahead-of-time (AOT)-compiled, i.e., avail-
able at run-time, the engine is able to interpret queries (given
as graph algebra expressions) directly by calling these opera-
tors with the required parameters. Processing a typical traversal
query (MAtcH in Cypher) is initiated by scans on the node or
relationship tables including filters. For each node satisfying the
optional filter condition the traversal operation is applied, i.e.,
the NoDEScAN operator forwards the current node to the next
operator FOREACHRELATIONSHIP, and so on. (Fig. 3).

Though traversals could be also implemented using joins of a
standard relational query engine [11], the FOREACHRELATIONSHIP
leverages the direct addressability of data in PMem. As described
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in Sect. 4.2, node records contain the persistent addresses (offsets)
of their relationships, which in turn store the address of the
sibling nodes, and are used to traverse the path. This avoids the
problem of join escalation during traversals.

For query parallelization, we leverage a task model. Scans
are performed as parallel scans: Each task processes a range
of the node/relationship tables. Thus, all subsequent operators
following the scan are also performed within this task until a
pipeline breaker like a join or sort operator is reached. This way,
we follow the morsel-driven parallelism approach [23].

For using indexes in query processing, an appropriate INDEXS-
CAN operator is provided that performs a lookup or range scan
on the B*-Tree, extracts the matching nodes from the node tables,
and passes them to the subsequent operator pipeline.

6.2 Just-In-Time Query Compilation

Besides the AOT compiled query engine, we implement a JIT
query compiler that transforms graph algebra expression into
machine code. Traditional query execution engines use a query
interpreter to execute query statements. This has several draw-
backs that reduce the resulting performance. An interpreter relies
on AOT compiled code, which means that the appropriate meth-
ods must be available for every possible occurrence of a particular
tuple element type. Furthermore, a query interpreter is not able
to recognize equal or redundant instructions. Particularly for
operators that lead to variable cardinalities, like selections or
aggregations, it introduces additional overhead. Query compi-
lation is an approach to tackle these issues. Our approach aims
to compile given graph algebra expressions into highly efficient
machine code using the JIT compilation technique [20]. As the
compiling framework, we chose the LLVM compiler infrastruc-
ture because it provides numerous relevant features for the JIT
compilation, reliable performance, and portability to several ar-
chitectures. Moreover, the LLVM IR provides an instruction set
suitable for the implementation of all the abstractions needed for
our graph query engine. One significant requirement for the JIT
query compiler is the fulfillment and compliance with the formu-
lated design goals (DG1-DG6). This is mainly done by reusing



(calling) AOT-compiled code, e.g., access methods to nodes or
methods for transaction processing. Thereby, the code generation
effort will be reduced because it is already compliant with the
design goals and optimized by the AOT compiler.

Similar to the approach presented by [28], we aim to process
intermediate tuple results as long as possible in the CPU reg-
isters. In order to achieve this, it is necessary to transform the
complete query pipeline into a single LLVM IR function. Here it
becomes apparent that a transformation from graph algebra to
machine code can be easily accomplished with LLVM IR. How-
ever, to ensure reliable performance, we identified the following
requirements for the IR code generation that must be met.

(1) Minimize stack allocation and avoid heap allocation.

(2) Process initializations only at the first entry point of the
IR function.

(3) Process type information at (JIT) compile-time.

(4) Provide full compatibility to the AOT execution engine.

One significant advantage of query compilation over interpre-
tation is that the tuple element type information can be handled
at compile-time. The consequence of this is the absence of type
conversions at run-time as code can be generated for individual
types.

Starting from a graph algebra expression that forms an opera-
tor tree, each operator will be transformed into LLVM IR code.
Further, each operator provides at least an entry and a consume
IR basic block, representing the operator’s start and end points.
Complex operators comprise more basic blocks for the actual tu-
ple processing, e.g., JoIN. Though, the general control flow starts
at the entry basic block. After processing in further basic blocks,
the control flow branches to the consume basic block to push the
results to the next operator. A branching instruction links each
consume basic block with the entry basic block of the succeeding
operator, forming an inlined query pipeline. Fig. 4 illustrates the
transformation process, starting from a query plan in the form
of graph algebra. Furthermore, it shows each operator’s return
path, which is, for most cases, the loop header of the previous
operator. The finish operator will be called after the complete
scan. Depending on the query, it invokes the function return or
the next query pipeline.

The query engine’s current implementation provides two ac-
cess paths for the query pipeline: the NopDEScAN and CREATE
operator. Code generation for these operators is basically the
same as for the normal operators. Both contain at least the entry
and consume basic block. As an access path is always the first
operator in the pipeline, it must also provide the actual generated

Graph scan_entry LLVM IR
Algebra loop_head l define void @start(i8* %0, 64 %1,i64 %2, 8" %3, 164 %4,
’ - i64* %5, 164" %6, 164" %7, void (i64*)* %8, 164 %9,
[64 xi64*]* %10) {
Collect loop_body entry:
check_label %19 = call i8* @gdb_get_nodes(i8* %0)
I %20 = getel tptr (64 xi64*], [64 xi64*]
%10,i64 0,64 1
nsum : :
consume %21 = load i64*,i64** %20, align 8
Foreach . %22 = bitcasti64* %21 to i8*
Relationship finish %23 = call i32 @dict_lookup_label(i8* %0, i8* %22)
%24 = call %node_iterator* @get_vec_begin(i8* %19,
fe_entry 164 %1,i64 %2)
— %25 = call i1 @vec_end_reached(i8* %19,

%node_iterator* %24)

%26 =icmp eq i1 %25, false

bri1 %26, label %loop_body, label %finish
loop_body:

consume

‘ NodeScan ’
collect_entry

Figure 4: Graph algebra to LLVM IR transformation

}
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function’s entry point. Due to the reason that the code genera-
tor transforms the complete pipeline into a single IR function,
memory allocation must be carefully handled. For this reason,
the access path initializes all relevant values for the complete
query pipeline, e.g., number of nodes, projection keys, or global
constants.

The code generation for joins requires additional work. A join
operator comprises two inputs. For now, we consider the right
sub-pipeline of the join as the side which will be materialized.
Consequently, it requires the prior execution of the right sub-
pipeline. However, the actual code generation starts from the
left sub-pipeline in order to minimize tree traverses. Whenever
the code for an access path is generated, it checks if the current
function is already initialized. If this holds, it swaps the function
entry basic block with its own and connects the finish basic
block of the second access path with the entry basic block of the
previous access path. This enables the handling and execution of
multiple query pipelines within a single function.

IR Code Generation. We use the visitor design pattern to gen-
erate the appropriate IR code for each operator. Further, this
enables the extension of the query engine in future work. Each
operator derives from a base class and implements a codegen
method for code generation. The query engine calls the visitor
to start the code generation process, which calls all the oper-
ator’s codegen methods recursively. We implement several IR
abstractions that help to generate IR code with more ease. Due
to the reason that most operators rely on loops, we provide two
IR loop abstractions. The while_loop abstraction is used for the
iteration through a chunked vector. It receives the vector, the
current iterator, the succeeding basic block, and the actual loop
body as function arguments. The other loop abstraction is the
while_loop_condition, used for the iteration as long as a con-
dition is valid. Further, our abstraction set contains methods that
generate code to extract label codes or property values. The oper-
ator IR code is based on these abstractions and mainly mimicking
the push-based processing described previously. An additional
structure is built to provide the type of tuple element at code
generation and the appropriate register value. The code of the
next operators is generated according to the type of the previ-
ous tuple element. For example, the projection operator uses the
proper node functions if the last result tuple element is a node.
This handling allows for generating code without much effort at
run-time.

JIT Compilation. We extended the JIT compiler of LLVM to
further features. First of all, our JIT query engine can persist
already compiled code to PMem. This has the advantage that no
further compilation is required for subsequent runs of a query.
For that purpose, a persistent and concurrent hash map is used.
The compilation output of the JIT is a binary object file that will
be linked with the current database instance. Usually, this file is
located in a memory buffer in the volatile memory. Before the
compilation process, the query engine generates a unique query
identifier that comprises the operators’ identifiers, which will be
used to lookup the persistent hash map for already compiled code.
If the code is found, it will be linked with the current database
instance. Otherwise, the compilation process of the query starts.
The compiled code will be persisted in PMem after its compilation,
using the query identifier as a key for the hash map.

A major advantage of JIT compilation is the ability to opti-
mize the IR code at run-time. The LLVM framework provides
a convenient approach for IR code optimization. Several LLVM



optimization passes can be used for this purpose. An analysis of
the IR code reveals that it comprises mainly of loops and pointer
arithmetics. Therefore, our optimization strategy focuses on these
constructs. The following optimization pass cascade is used to
further optimize the code at run-time:

o Promote Memory To Register transforms instructions that
allocate stack memory into register values. This makes
the IR code generation convenient and compliant with the
requirement (1).

o Control Flow Graph Simplification merges and deletes basic
blocks if they have common or no predecessors.

o Loop Unrolling removes the overhead of loops by explicit
extraction of the body to multiple instructions.

o Dead Code Elimination eliminates unreachable code.

o Instruction Combining combines redundant instruction to
form smaller and faster code with the same effect.

Additionally, the IR code is optimized with the standard C++
aggressive optimization (-O3).

Adaptive Execution. While the compiled query code itself
is fast, the compilation time should also be considered. Notably,
when executing short-running queries where only a small por-
tion of data is touched, the compilation time will be longer than
the actual execution time. In order to hide the compilation time
as well as memory access latency of PMem, we additionally sup-
port an adaptive query processing approach, which is illustrated
in Fig. 3. In contrast to the approach by [21], the adaptive exe-
cution can switch between only two modes, which is currently
sufficient for our engine. The interpretation mode is always ini-
tiated first at query execution. This mode uses AOT-compiled
database code to execute the query. Similarly, the visitor design
pattern is used to transform the given algebra query plan into
the interpret functions. These functions are then linked together,
forming a cascade of functions that execute the actual query. The
downside of such an approach is the additional (AOT-compiled)
code overhead because every operator and its varieties must be
available at compile-time. During adaptive execution, the query
engine switches to the JIT mode after compilation.

We take advantage of the morsel-driven parallelism for the
actual switching procedure, where morsels are pinned to a single
task and pushed into a task pool. The working threads pull a task
from the pool and execute the task function (the query) on the
pinned morsel.

We implement the task function as a static function. As the
execution always starts in the interpretation mode, it will be
initialized to the appropriate function, which invokes the inter-
pretation. While the query is executed in the interpretation mode,
a background thread compiles the query plan into machine code.
The compilation process emits a function that processes the query
plan into machine code. As soon as the compilation is done, it
redirects the static task function to the compiled function. The
next pulled task from the pool will execute the compiled query
function.

7 EVALUATION

In this section, we report the results of a set of experimental
evaluations whose research goal is threefold:

1. We evaluate our PMem-based HTAP engine and show
the effectiveness of our design decisions to exploit PMem
characteristics for graph processing. In this context, we
aim to investigate, on the one hand, the benefits of using
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persistent memory for graph processing. On the other
hand, we compare our system to disk-based and DRAM-
based solutions (§ 7.3).

2. We compare the speed of volatile, persistent, and
DRAM/PMem hybrid B*-Tree index lookups. We quan-
tify the recovery overhead of our hybrid index (which
we expect to be insignificant) as a trade-off for increased
query performance (§ 7.4).

3. We evaluate our JIT query compilation approach. We
demonstrate when and how much it enhances the per-
formance of transactional queries. We expect the JIT com-
pilation to yield benefits especially for long-running and
more complex queries (§ 7.5).

7.1 Environment

For the experiments, we used a dual-socket Intel Xeon Gold 5215
server with 10 cores each at max. 3.4 GHz. The server is equipped
with 384 GB DDR4 RAM, 1.5 TB Intel Optane DCPMM, and 4 X
1.0 TB Intel SSD DC P4501 Series connected via PCle 3.1 x4. The
server runs CentOS 7.8 (Linux 5.7.7 kernel). The operating mode
of the PMem modules is set to AppDirect which allows us direct
access to the devices. On the PMem DIMMs, we have created an
ext4 file system and mounted it with the DAX option to enable
direct loads and stores bypassing the OS cache. For accessing
PMem, we used the Intel PMDK version 1.9.1 and libpmemobj-
cpp® version 1.11. The JIT compilation was done with LLVM
version 11.

7.2 Workload & Setup

The Linked Data Benchmark Council (LDBC) specifies bench-
marks and benchmarking procedures and also verifies and pub-
lishes benchmark results [10]. The LDBC-Social Network Bench-
mark (SNB) models a social network comprising of different en-
tity types interconnected by relationships — both with property
types and property values. Activities of persons are represented
as messages about topics or tags that are posted in forums mod-
erated by unique persons. Persons like messages, have interests
in tags, are members of forums, and make comments in response
to posts or other comments. Message activities are the bulk of
the data on the social network. There also are places and orga-
nizations to which a person is connected via residence, study,
and work relationships. The LDBC-SNB defines an Interactive
Workload and a Business Intelligence Workload. The Interactive
Workload comprises of three classes of queries: (1) Interactive
Complex Read Queries that are relatively complex and traverse a
fair portion of the graph data, (2) Interactive Short Read Queries
that perform lookups and short traversals within the neighbor-
hood of a node, and (3) Transactional Interactive Update Queries
that perform transactional insertions and updates of node and
relationship objects [10].

We generated and used the LDBC-SNB data [2] at scale factor
(SF) 10 as our benchmark data. As the focus of this paper is on
transactional graph processing, not graph analytics, we selected
the LDBC-SNB Interactive Short Read (SR) and the Interactive
Update (IU) query sets as query workload for our experiments.

3https://github.com/pmem/libpmemobj-cpp



4
10 = DISK-i PMem-s mmm PMem-p EEE PMem-i DRAM-s mmm DRAM-p EEE DRAM-i
103

+ 10?

v

Q

wn

£ 10!

g

5 10°
10!

Wk Dk Lk Lk i
1 2-post 2-cmt 3 4-post 4-cmt 5-post 5-cmt 6-post 6-cmt 7-post 7-cmt
query
Figure 5: Results for SNB Short Reads
mmm DISK-hot  mmm PMem-hot  mmm DRAM-hot
DISK-cold PMem-cold DRAM-cold
10*
~ 10°
wn
@
n 10?2
E
o 10!
E
-
100
1071
1 2 3 4 5 6 7 8
query

Figure 6: Results for SNB Interactive Updates

7.3 Benefit of PMem

We first want to evaluate how much the design decisions in our
PMem-optimized graph engine and our implementation of trans-
action processing reduce the overhead of PMem in our system (de-
noted as PMem in the figures) compared to a pure DRAM-based
in-memory implementation of it. Moreover, we want to compare
the performance gains brought about by the lower access latency
of PMem compared to a DISK-based system, in addition to pro-
viding persistence. To this end, we employ two baselines: A disk
baseline (represented as p1sK), which is an open-source native
graph database where we stored all the primary data on SSD
and created an additional DRAM index. For the DRAM baseline
(depicted as DrAM), we adapted our system to additionally run in
a pure volatile mode where we keep data entirely in DRAM. We
expect our system to outperform the disk-based system. With
regards to the DRAM baseline, we anticipate to bridge the per-
formance gap with our PMem-conscious design and achieve a
near-DRAM performance while providing persistence, especially
for hot runs.

Interactive Short Reads. Fig. 5 shows the query execution
times for the SR query set. The execution times are average times
of 50 runs on hot data, each with a different input ID parameter.
post and cmt (short for post and comment respectively) represent
the two subclasses of a message entity. For PMem, we show the
execution times without indexes for single-threaded execution
(PMem-s), multi-threaded execution (PMem-p) as well as with in-
dexing support (PMem-i). We employ similar denotations for our
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DRAM baseline: DRAM-s, DRAM-p, and DRAM-i. For the disk
baseline, we also conducted executions with index support and re-
port the performance numbers for hot runs (i.e., when the data is
in DRAM), denoted by DISK-i. We used our hybrid DRAM/PMem
implementation of the B*-Tree (Section 4) for PMem, while for
DRAM, we used a volatile B*-Tree. We maintain the same set of
indexes throughout our experiments.

The results in Fig. 5 show that exploiting PMem-specific char-
acteristics in storage architecture and transaction processing can
significantly bridge the performance gap between DRAM and
PMem. It can be noted that for multi-threaded execution of some
of the queries, the execution times are very close since the SR
queries are short-running and the PMem latency is already hid-
den by the CPU caches for hot runs. An interesting research
direction is thus to investigate this in the context of graph ana-
lytics, where queries are compute-intensive, long-running, and
navigate across a significant portion of the graph. While the re-
sults show performance improvements of multi-threading both
for DRAM and PMem, however, indexes have a stronger influence.
Unlike graph analytics that significantly benefit from parallel
execution, interactive queries like SR and IU benefit more from
indexes, as they are essentially lookup queries whose execution
time overhead comes mainly from scanning the tables of record
chunks to retrieve the start node object. As a result, we compare
the performance of indexed query execution both on our sys-
tem and on the DISK baseline. We can see from the figure that
our PMem-based system outperforms the disk-based system for
indexed execution in all the queries, as we had expected.
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Interactive Updates. We maintain the indexed query execu-
tion and present the execution times for the IU query set with
indexed support in Fig. 6. Here, we measured both the times to
execute the update queries as well as times for the transactions
to commiit (i.e., notably, persisting the updates in PMem). Simi-
lar to the SR queries, we took the average execution time of 50
runs on hot data with varying object property values as input
parameters. In addition to results on hot data, we also present the
execution times for cold runs, i.e., for the first query runs. The
results show our PMem-based system not only outperforms the
disk-based system by an order of magnitude even for hot runs
but also performs insert and update operations at near-DRAM
latency. For hot data, it is even closer.

Overall, the results of Fig. 5 and Fig. 6 show that in direct
comparison with the DRAM variant, our hybrid approach of
MVTO implementation to address the specifics of PMem adds
only a marginal overhead. This validates our MVCC design de-
cisions of Section 5 and also obviates the need for showing the
results of a pure PMem implementation which has an overhead
of maintaining dirty versions on PMem.

7.4 Indexes and Recovery

We evaluated index performance and recovery by way of compar-
ing our hybrid index that keeps inner nodes in DRAM, trading-off
recovery for improved performance, against two baselines. One
a volatile index that keeps all nodes in DRAM and the other a
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Figure 8: Average Time per Lookup of Persistent, Hybrid,
and Volatile Indexes
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persistent index that stores all nodes on PMem. We evaluated
them based on the average time for indexed scans in the SNB SR
queries. To study the performance differences, we measured the
time to lookup and retrieve a node ID from the appropriate index.
Fig. 8 shows the average lookup time for the persistent, volatile,
and hybrid indexes - denoted respectively as PMem, DRAM, and
Hybrid. The lookup times are averages of all ID value lookups of
nodes with the same label type (Person) in all the respective SR
queries. The hybrid approach enhances the lookup performance
by 2x while keeping the recovery time as low as 8 ms, in com-
parison to the complete volatile index build time of 671 ms. This
recovery overhead would also be necessary for each index cre-
ated on specific properties. Added up, the overhead of completely
rebuilding the indexes in the volatile case is comparatively dras-
tic. Therefore, we see the hybrid variant as a good compromise
between runtime performance and recovery.

7.5 JIT

The final part of our evaluation focuses on the JIT query compi-
lation approach. The first two benchmarks show the capability
of JIT-compiled code itself, without any mechanism to hide the
compilation time. For this purpose, we execute the interactive
read and update queries from the SNB. Thereafter, we examine
the gain from adaptive execution. Although we expect it to be
much more efficient for analytical and long-running queries, it is
insightful to see the benefits on short and transactional queries
in comparison to AOT-compiled code. In particular, the combi-
nation with PMem could make this approach profitable even for
short-running queries.

Interactive Short Reads. Fig. 7 shows the results for the SR
executed with the JIT query engine. We calculated the average
execution time of 50 runs on hot data with different parameters.
The queries are executed single-threaded without indexes. The
compilation time of the queries is only a few milliseconds. As the
number of operators increases, the compilation time increases
by only a few milliseconds. However, the results show clearly
that the JIT-compiled is always faster than the AOT-compiled
code. The JIT-compiled code is mostly even faster when the
actual compilation-time of the query is included. Especially more
complex queries, like 7-posT and 7-cMT, can benefit from the JIT
compilation approach.

Interactive Updates. The results for the IU executed with the
JIT query engine are shown in Fig. 9. There are not many opti-
mization possibilities for the generated IR code, as the queries are



== DRAM AOT-hot
DRAM AOT-cold
mmm DRAM JIT-hot

10k

1000

time (msecs)

DRAM JIT-cold
s PMem AOT-hot
PMem AOT-cold

4

s PMem JIT-hot
PMem JIT-cold
mmm Compile Time

5 6 7 8

query

Figure 9: Results for SNB Interactive Updates executed with JIT compiled code

1000

wZ& PMem adaptive

800

600

400

time (msecs)

200

1 2-post 2-cmt 3

mmm PMem AOT

wzm DRAM adaptive mmm DRAM AOT

5-post 5-cmt 6-post 6-cmt

query

Figure 10: Results for SNB Short Reads with Adaptive Execution

short when index support is enabled. Executing these queries us-
ing scans and selections shows similar behavior to the benchmark
before. However, here we focus on code for short queries, where
the execution time is less than the compilation time. JIT code
executed on cold data is noticeably slower, while the resulting
performance on hot data is similar to the AOT code. However, ex-
ecuting these queries with the JIT compilation approach shows
that it is not always the best option to generate code during
runtime for executing a query. The compilation time for these
short queries is much higher than the actual execution time.
Furthermore, executing these short queries with the adaptive
approach leads to the execution of the query pipeline using the
AOT-compiled code entirely, which corresponds to the results of
the AOT code in Fig. 9.

Adaptive Query Executions. The previous benchmarks
show the capability of executing JIT-compiled queries. It is
clearly visible that the JIT-compiled code itself outperforms the
AOT code on DRAM and PMem. However, waiting for the com-
pilation of the query limits the performance improvement of this
approach. The adaptive query execution approach eliminates this
problem by executing the AOT code while query compilation
is done in the background. Additionally, this is useful to hide
the memory access latency of PMem. The next benchmark com-
pares the adaptive query execution approach using morsel-driven
parallelism with multi-threaded AOT-compiled query execution.
Similar to the previous benchmarks, we execute each query on
DRAM and PMem. The results in Fig. 10 show that the adaptive
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execution is always faster than the multi-threaded AOT execu-
tion. The execution on PMem can particularly benefit from the
adaptive approach. The additional latency introduced by PMem
leads to an earlier execution of the fast JIT-compiled code in the
query pipeline stage, which enhances the query processing. For
the queries 1, 2-pPosT, 2-cMT, and 3, it leads to similar execution
times for DRAM and PMem. The adaptive approach provides
faster query execution times for most queries and in worst-case
similar performance than multi-threaded AOT code. More com-
plex queries can benefit even more from the adaptive approach
as there is more space for code optimization, like for the queries
7-POST and 7-CMT.

8 CONCLUSION

Persistent memory represents a promising technology for data
management solutions whose efficient use requires rethinking
data structures and architectures. In this work, we have presented
the first results of our PMem-based graph engine for hybrid trans-
actional/analytical workloads. Based on the characteristics of
PMem technology, we have discussed, implemented, and eval-
uated design choices regarding storage structure, transaction,
and query processing. The promising results using the LDBC-
SNB interactive short read and update query sets show that a
PMem-based storage engine that is well-optimized for PMem
characteristics incurs only a marginal performance overhead
compared to a pure in-memory solution. The main benefits are,
among others, the competitive performance without the need to



keep large parts of the data in (volatile) main memory (resulting
in constant answer times both for cold and hot data) as well as
near-instant recovery guarantees. Additionally, the results have
shown that in comparison to AOT-compiled query execution,
JIT compilation speeds up query processing when the compila-
tion time is less than the execution time. Particularly, adaptive
compilation further enhances query execution performance by
hiding PMem access latency. In our ongoing work, we plan to
investigate the behavior of complex graph analytics and highly
concurrent updates. Moreover, there are several opportunities
for further performance improvements, e.g., by employing more
hybrid DRAM/PMem approaches such as for dictionaries.
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ABSTRACT

Wikipedia, the web-based free content encyclopedia project, is
one of the most popular websites on the Web. Its “open-door”
policy, allowing anyone to edit, has made Wikipedia the largest
and possibly the best encyclopedia in the world. At the same
time, the continuously evolving content, constantly updated by a
large number of uncoordinated users, renders the maintenance of
a clean, consistent encyclopedia an extremely challenging task.

The goal of the WICLEAN (WC) system presented in this pa-
per is to assist Wikipedia editors in this difficult task. Specifically,
we focus on the correctness of Wikipedia inter-links that point
from one article (entity) to another. Such inter-links form a key
component of the structured part of Wikipedia and their correct-
ness is critical for coherent browsing. Given an entity type of
interest, our highly parallelizable algorithm identifies relevant edit
patterns across revision histories of Wikipedia entities of related
types, along with time windows in which partial edits are tolerable.
The discovered patterns/windows are then used by WC to alert
Wikipedia editors on past edits that appear to be incomplete, as
well as to provide users with on-line assistance as they update
the encyclopedia. Our experiments with real-life Wikipedia data
demonstrate the efficiency and effectiveness of WC in identifying
actual errors in a variety of Wikipedia entity types.

1 INTRODUCTION

Wikipedia, the free-content web encyclopedia, is one of the most
popular websites on the Web. Per Time magazine, Wikipedia’s
"open-door" policy of allowing anyone to edit the data, has made
it the largest, and possibly best, encyclopedia in the world [2].
Nonetheless, the continuously evolving content, constantly up-
dated by a large number of uncoordinated users, renders the main-
tenance of a clean, consistent encyclopedia an extremely challeng-
ing task. To understand the volume of the updates, the English
Wikipedia in 2018 consisted of 6 million articles, with an average
of 3.4 million edits per month, by roughly 30K active editors [4].
The goal of our work is to assist Wikipedia editors in this
difficult task. Specifically, we focus here on the correctness of
inter-links that point from one article to another in the structured
sections of Wikipedia (such as infoboxes and tables), which is
critical for coherent browsing. Maintaining the integrity of these
links is challenging, as illustrated by the following example.

Example 1.1. Consider the Wikipedia page of the soccer player
Neymar. The links in its infobox point to the page of his current
club, Paris Saint Germain F.C. (PSG), his place of birth, and so
on. When Neymar moved to PSG in 2017, leaving his previous
team, Barcelona F.C., the three related pages, Neymar, PSG, and
Barcelona F.C. had to be updated.

There are three typical causes for inconsistently updating these
links. First, Wikipedia editors are not provided with a compre-
hensive list of links that need to be updated as a result of such an
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event. A typical error related to player transfers is updating only
the page of the new club and neglecting to update the page of the
old club, which still incorrectly links to the player.

Second, different pages are often edited by different people,
typically, in an uncoordinated manner. It could be that, e.g., the
page of the club is updated by one dedicated editor, whereas no
editor has taken up the responsibility of updating Neymar’s page
or even noticed the absence of a corrected link. Moreover, no
mechanism alerts the active editors of Neymar’s page of a related
update, that may require action on their part.

Third, it is often impractical to correct all links simultaneously.
For example, player transfers occur during predetermined periods,
referred to as transfer windows, and tend to take a long time to
be officially confirmed. In the meantime, many rumors regarding
conflicting transfer destinations are posted in various media out-
lets. Consequently, in that span, there may be hundreds of edits
of player pages, adding/removing new/old links, and reverting
previous edits, whereas the club pages are commonly updated
only once the transfer is officially approved.

More generally, Wikipedia contains very noisy data, as it could
be edited by anyone, including bots!, inexperienced editors, and
opposite-agenda editorsZ, resulting in editing conflicts® and dis-
pute resolution?. This process of frequent conflicting edits, cul-
minating in a consistent state, is a naturally evolving mechanism
to mitigate noise, due to the distributed and asynchronous nature
of Wikipedia edits. Thus, enforcing immediate corresponding up-
dates to all relevant links during the dispute period is impractical
and counterproductive. Moreover, the existence of a time window,
that may range from hours to months (depending on the context of
the update and the involved entities), during which partial incon-
sistent edits are tolerable, beyond serving as a necessary trigger for
the dispute resolution process, also has the advantage of providing
users with the most up-to-date, albeit tentative, information.

Previous work. Much research has been devoted to aspects
of this problem in the more general context of detecting errors
in knowledge bases (KBs) [22]. Some of these works [27, 30]
also evaluated their solutions over Wikipedia, representing a snap-
shot of it as a KB, with pages as entities, and entity relations
derived from inter-links. Over this representation and an input set
of integrity constraints, pertaining to entity relations, the objec-
tive is to detect all their violations. While these works provide
satisfactory solutions for the intended problem over KBs, cast-
ing the special case of inconsistencies in the constantly-evolving
Wikipedia’s links into this generic framework, omits important
practical considerations specific to the operation of Wikipedia.

To illustrate, continuing with our example of player transfers, a
possible constraint over the corresponding KB may state that if
player A links to club B, then club B also links to player A and
vice versa. If there exists only one link or two contradictory links,
then a violation of this constraint is detected. There are several
drawbacks to applying this approach as a comprehensive solution.
Uhttps://www.bbc.com/news/magazine-18892510
2hltps://en.wikipedia.orglwiki/Wikipedia:Lameslﬁedilﬁwars

3https://en.wikipedia.org/wiki/Edit_conflict
4hllps://en.wikipedia.org/Wiki/Wikipedia:Disputeﬁresolution
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First, the most crucial drawback relates to the fact that the con-
straints are static and lack any temporal dimension. Concretely,
the constraint does not account for the time window, discussed
in Example 1.1, during which partial edits are acceptable (and,
in some cases, practically unavoidable). An inconsistency should
be resolved at the earliest appropriate moment but not earlier. In
this case, this earliest moment is arguably the end of the transfer
window. However, detecting the constraint violation right after
Neymar’s page is linked to PSG, without a link in the other direc-
tion, is treated the same as detecting it long after the end of the
transfer window. Consequently, one is uncertain whether to take
immediate action or allow the unsupervised process of sequen-
tial refining edits to run its course and converge into a consistent
state. We note that solutions suggested in previous works (e.g.,
[27]), discussed above, can successfully identify ‘window-less’
edits’ combinations. That is edits that should all be applied si-
multaneously and are distributed uniformly across the timeline of
Wikipedia’s revision history. However, our empirical analysis iden-
tified many edit patterns associated with specific time windows,
such as in Example 1.1. Our work is, thus, complementary to the
above works, as it aims to address specifically these patterns.

Second, most works assume the existence of a set of constraints
as input for the solution framework. This is not realistic in the
case of Wikipedia. Wikipedia entries encompass a wide array of
domains and sub-domains, each with its own set of constraints.
While there are broad similarities across related domains, each
domain may be infinitely nuanced. Given the volume of domains,
entity types, and case-specific subtleties, the task of comprising
a nearly exhaustive list of important constraints is impractical,
particularly if one is also interested in complex relations (where,
e.g., a combination of 10 pages must be consistently updated).

In this line of research, closest to us, is the recent work of [36],
where the focus is on Wikipedia, and on top of detecting viola-
tions of the given constraints, the solution produces corresponding
correction rules, that dictate how one can resolve partial edits.
This is inferred by examining the revision history, identifying the
most common patterns of revision actions for completing each
type of partial editing. Nevertheless, this work also does not aim to
identify tolerable time windows and targets the scenario where the
list of constraints is provided as input (a more detailed comparison
to this and previous works is presented in Section 2).

Our approach. To address the above limitations, we present
in this paper WiClean (WC), a system that automatically infers
common edit patterns (combinations of edits), along with a time
window for allowing partial edits of each pattern, alerts editors of
inconsistencies, and suggests concrete corrections.

The thesis underlying WC is that the majority of Wikipedia
updates follow desirable patterns and lead to consistent states.
WC, thus, mines revision logs to identify common update patterns
and the time windows in which they occur. Potential errors are
then detected by updates that deviate from the patterns and are
not completed within the corresponding window. For such partial
patterns, WC suggests all completions to known patterns, providing
statistical metadata to facilitate an informed course of action.

Before describing our solution techniques, we illustrate the
format of the revision history. Figure 1 depicts excerpts from
the revision histories of players and clubs merged into a single
timeline. The Subject column identifies the article where the addi-
tion/removal of a link occurred, the Object column identifies the
article to which the added/deleted links point, and the Relation
column describes the link type (the column R will be explained
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# +/- | Subj Relati Object Time R
1 - Neymar current_club Barcelona F.C 1531 0
2 - Gianluigi Buffon current_club Juventus E.C. 1534 1
3 - Neymar in_league LaLiga 8711 1
4 - Barcelona F.C squad Neymar .2804 0
5 + Neymar current_club | PSGEC. 3321 0
6 + PSGEC. squad Neymar .8263 1
7 + Barcelona E.C. squad Neymar 4040 0
8 + PSG EC. squad Gianluigi Buffon 4051 1
9 + Gianluigi Buffon | in_league Ligue 1 .3330 1
10 + Neymar in_league Ligue 1 8711 1
11 - Juventus E.C. squad Gianluigi Buffon 4058 1
12 + Neymar current_club | Barcelona F.C .5861 0
13 - Kylian Mbappe current_club Monaco E.C. .9459 1
14 - Neymar current_club PSG FE.C. 3732 0
15 - Gianluigi Buffon | in_league Serie A 3380 1
16 - Neymar current_club Barcelona F.C 6109 1
17 + Neymar current_club PSG E.C 7694 1
18 - Barcelona E.C. squad Neymar .8001 1
19 + Kylian Mbappe current_club | PSGEC. .9589 1
20 - Monaco F.C. squad Kylian Mbappe .9451 1
21 + PSG EC. squad Kylian Mbappe 9885 1

Figure 1: Actions from revision history of several articles

later). One can see that, after several edits and reverts, the transfer
of Neymar is reflected in his and the teams’ pages.

Methods. Formally, we model Wikipedia entities (articles) and
the links between them as a graph. Nodes and edges are labeled by
type names. Intuitively, the revision history of each article records
the edits made to the outgoing links of the corresponding graph
node. Given an entity type of interest, our algorithm identifies
meaningful relevant edit patterns across revision histories, along
with time windows in which partial edits are acceptable. By mak-
ing an analogy between link edits (resp. edit patterns) and graphs
(graph patterns), we can harness conventional graph mining algo-
rithms to our context. However, some important adaptations must
be made to account for (1) the Wikipedia type hierarchy that
requires the examination of a larger number of potential patterns,
and (2) the distributed nature of the edits across revision histories
of multiple entities, that makes the construction of the full edits
graph prohibitively expensive. For the former we introduce a join-
based computation (optimized by the underlying SQL engine) to
quickly prune infrequent patterns; for the latter we use incremental
graph construction that considers only relevant entity types.

The discovered windows and patterns are then used by WC to
assist Wikipedia editors in correcting/updating Wikipedia links.
Here again, we employ an optimized join-based computation to
quickly identify potential errors. WC both alerts Wikipedia editors
on past edits that appear to be incomplete as well as provides users
with on-line assistance as they update Wikipedia.

Our contributions can be summarized as follows:

e Model. We formulate and present a simple, natural model for
capturing time windows and update patterns of interest. Given
an entity type £, our goal is to find related and common update
patterns across the Wikipedia graph. Such updates may involve
entities of the same or other types. We first introduce the notion
of abstract update actions that generalize a set of actions involv-
ing specific entities to general patterns over the corresponding
entity types. We then define the notion of connected patterns
which include abstract actions that are related (possibly transi-
tively) to entities of the input type of interest. The frequency of
a pattern, within a time frame w, is then naturally defined as
the fraction of entities of type ¢ that participate in a pattern that
occurs within the time frame w (Section 3).

o Identifying windows and patterns. Building on algorithms
for graph mining, we devise a scalable, highly parallelizable
algorithm, based on the following three points. (1) We represent

5 Typically around eight hierarchy levels.



the identified patterns by relational tables, incrementally com-
puted by dedicated relational queries. This allows harnessing
the effective optimizations of the SQL engine underlying WC.
(2) Unlike conventional graph mining algorithms that assume
that the entire graph is given as input, our focus on connected
patterns allows WC to incrementally consider only the entity
types (and their corresponding revision histories) that may po-
tentially be related to the input type via frequent edit patterns,
thereby significantly saving on graph construction. (3) We focus
on non-overlapping time windows and split the revision histo-
ries accordingly. This reduces the number of actions (edits) to
be considered for each window (and resp. the size of the edits
graph) and allows parallelizing the processing of the action sets
in the different windows (Section 4).

o Using Windows and patterns. An immediate application of
the discovered patterns is to alert Wikipedia editors on partial
edits performed in past windows, as well as to assist users in
current edits. For that, we examine the discovered windows
and then signal, for each window and pattern, partial edits that
may be extended to a full pattern occurrence. Our algorithm
builds on the previously mentioned relational representation of
patterns and employs dedicated outer-join queries to identify
partial pattern occurrences (Section 5).

o Implementation and experiments. We have implemented our
solution and employed it over real Wikipedia data. We con-
sidered a variety of Wikipedia entities, identifying a multitude
of interesting time frames and corresponding relevant frequent
edit patterns, and signals of updates that deviate from the mined
patterns. Our experiments demonstrate the effectiveness of our
approach for identifying real-life errors. The experiments fur-
ther demonstrate the efficiency and scalability of our algorithms,
compared to competing baselines (Section 6).

To complete the outline of the paper, we overview related work
in Section 2 and discuss future work in Section 7.

Finally, we note that the prototype of WC was demonstrated in
[20]. The short paper accompanying the demonstration provided
only a high-level overview of its capabilities and user interface
whereas the present paper details the model and algorithms under-
lying our solution as well as their experimental evaluation.

2 RELATED WORK

We overview related work from several related fields.

Wikipedia Cleaning. Much effort has been devoted over the
past years to the cleaning and correction of errors in Wikipedia.
Our work, which focuses on link correction, is complementary
to works on entity resolution, completeness prediction, and van-
dalism detection [9, 33]. Similarly to our work, [13] also aims to
improve inconsistencies in Wikipedia’s infoboxes, representing
it as an RDF database. However, [13] does not take the revision
history into account and instead uses user interaction as the main
tool. In contrast, our algorithm requires no user assistance, other
than setting the initial parameters.

Revision history as a tool. Revision histories have been used
in multiple areas, e.g., in program repairing, in recording prove-
nance in knowledge bases and assisting query answering [10]. In
Wikipedia, revision histories have been leveraged for various pur-
poses, such as the discovery of controversial topics, the estimation
of an article’s translation quality and the detection of vandalism
[23]. Other lines of work attempt to learn how to use the edits
to enrich Wikipedia, e.g. to edit infoboxes with news extracted
from tweets, or to connect Wikipedia edits to recent news articles
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[17]. Our work is complementary to these efforts, considering the
consistency/completeness of edits to multiple related entities.

As mentioned in the introduction, particularly close to our work
is [36], which, similarly to WC, infers from edit histories in Wiki-
data knowledge bases how to correct inconsistencies/violations.
Nevertheless, this problem is formalized over a different model
with similar but different objectives. One important difference
is that in the setting of [36], the constraints are provided in ad-
vance, and the focus is on correction rules (for violations of these
constraints) mining from relevant past edits. Whereas, one of the
key contributions of our work is the derivation of such constraints
(edit patterns, in our context). Moreover, the setting of [36] does
not take into account the time frames in which a given constraint
should or should not be enforced. Another key difference is that
[36] do not harness the Wikipedia type hierarchy as a means to
enrich their constraints of correction rules.

Other works that use the Infobox revision history focus on
cleaning tasks. These include refining infobox titles by locating
duplicate attributes within each entity type, predicting when a
given infobox is likely to be updated and by whom, and identifica-
tion of vandalizing editors [8].

Constraints inference and enforcement. The patterns we iden-
tify can be viewed as a form of integrity constraints. There is a
large body of work devoted to inferring and enforcing such con-
straints. Two recent examples are [27, 30]. In [30], both positive
and negative examples are used to infer the constraints. Their
approach consists of greedily identifying, at each step, the most
promising rule, in terms of the coverage of the positive examples.
As [30] focus on identifying rules that make good predictions,
some of the rules that exceed the confidence threshold will not be
found. An alternative approach is taken by [27], where rules are
mined via an exhaustive, breadth-first search method. They devise
sophisticated pruning strategies and optimizations that enable their
solution to efficiently run on large KBs, such as Wikidata.

Many other approaches to KB correction have been explored
in the literature, e.g., discovering denial constraints [14] and error
detection via the few-shot learning framework (e.g., [22]).

A key difference, in our setting, is that the constraints need to
be enforced only outside the time frames in which inconsistencies
are acceptable. Thus, we focus on a different objective, where in
addition to the update patterns, we also identify the corresponding
time window for each pattern. Another difference is that we iden-
tify patterns from the sequence of actions in the revision log, and
not from a static snapshot of the knowledge base. Moreover, the
above works (barring [36], which we discussed separately above),
are concerned with detecting the rules/constraints, while one ad-
ditional objective, in our setting, is to also compute correction
suggestions for violations (partial patterns) of these rules. Lastly,
to our knowledge, we are the first to leverage the type hierarchy
to consider more nuanced rules, at varying levels of abstraction.

The importance of considering consistency, w.r.t. a sequence of
actions, has recently been emphasized in the vision paper of [12].
Our work matches their motivating use-case, which advocates
the usage of Wikipedia revision logs for data cleaning. Another
related, complementary line of work deals with optimizing the
corrections procedure over the detected constraint violations [11,
19]. It would be interesting to examine whether their techniques
may be employed in our setting, to further optimize WC.

(Sequential) itemset/association rule mining. Algorithms for
frequent itemset/association rules mining have been the focus of
many works, including contexts where the mined items belong to
a type hierarchy [32].As we seek connected patterns, conventional



a-priori style algorithms for frequent itemsets mining [7] inappli-
cable to our setting. Such algorithms recursively assemble larger
frequent itemsets from smaller ones, but arbitrary sub-patterns of
a connected pattern may not be connected, w.r.t. the input type.
Consequently, our solution exploits principles from graph mining
algorithms rather than general frequent itemsets.

Another closely related line of work deals with sequential item-
set/association rules mining, where the pattern is mined from a
sequence of items [34, 41] and [5] which discovers temporal rules
for web data cleaning. In these works, the focus is also typically
on arbitrary items set, rather than connected patterns. More impor-
tantly, the order of the items in the sequence is important in these
works. In contrast, as explained in Section 3, in our case, only the
co-occurrence of items within the given window matters, whereas
their relative positioning within the window does not.

An interesting set of works that deal with sequential patterns
mining studies probabilistic or uncertain databases [18, 29]. In our
setting, there is inherent uncertainly, w.r.t. the (in)correctness of
the identified partial updates, and thus examining the connection
to such works is an interesting direction for future research.

Graph mining. Graph mining algorithms (see survey in [24])
can be roughly divided into two categories: algorithms that mine
patterns in a set of graphs (e.g. [39]) and algorithms that are pro-
vided with a single large graph (e.g. [26, 28]). Our context is
the latter. Multiple notions of graph pattern frequency have been
proposed in the literature, many of which consider the number of
distinct isomorphisms from the given pattern graph to the input
graph [15, 24]. However, as our goal is to characterize how fre-
quent a pattern is relative to a particular entity type of interest,
we employ here the notion of frequency, inspired by [16], that
counts the number of nodes, out of all nodes of the given type,
that are involved in some pattern occurrence. Our notion can also
be viewed as a special case of the MNI support in [15], where the
isomorphism count focuses only on the given entity type.

As discussed above for association rules mining, since our fo-
cus is on connected patterns (and the corresponding frequency
notion), algorithms that consider arbitrary sub-graphs (e.g. [21])
are unsuitable for our setting. We follow instead the “grow and
store” approach of [26], that iteratively expands previously identi-
fied (connected) patterns. However, two issues must be addressed
when adapting such a scheme to our context. First, the need to
support the Wikipedia type hierarchy entails a richer order relation
among patterns (see Section 3), which, to our knowledge, is not
supported by any of the existing algorithms for mining connected
patterns in graphs. Second, [26] (and all other comparable works),
assume that the algorithm receives as input the entire graph. This
is impractical in our context. Specifically, as our experiments
demonstrate, materializing the complete edits graph from a mas-
sive number of entity revision histories is infeasible. Our dedicated
algorithm addresses both these issues. In general, modifying solu-
tions that expect the entire graph as input, is, arguably, not trivial.
For instance, the work of [40], which leverages the embedding of
the nodes to mine patterns, cannot be straightforwardly integrated
into our approach of gradually examining larger subgraphs, as the
embedding loses its utility if the underlying graph changes.

Another related line of work is Link Prediction [35, 38] that
discover missing links within Wikipedia. However, these works
do not detect incorrect links that should be removed.

Wikipedia information extraction. To conclude, we note that
one may think of the patterns/time windows that we derive as a
particular type of information, extracted from Wikipedia revision
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logs. Much previous work has been devoted to information ex-
traction from Wikipedia articles (e.g. [31]) rather than their edit
history. As mentioned, some works consider the revision logs, but
for other purposes, and could be useful information or tool for
us. In particular, [37] devise optimization methods for processing
Wikipedia’s revision history, as it is a massive and complicated
dataset, and [25] infers the level of expertise of a specific editor
from statistics of conflicts with other editors.

3 PRELIMINARIES

We start by presenting the data model underlying the system.

Wikipedia Graph. We model the relations between entities at
a given point in time using a graph G(V, E). Each node represents
an entity and is labeled by a unique name (e.g. Neymar) and a type
(e.g. soccer player). Each edge represents a relationship between
two entities and is labeled accordingly (e.g. current_club).

We use an alignment from Wikipedia entities to DBPedia [1]
to derive the entity types. The link labels (relationship names) are
derived directly from Wikipedia. In general, the types belong to
type taxonomy - the higher the type is in the taxonomy the more
general it is - and an entity may have multiple types. For two types
t,t" we use t’ < t to denote the fact that ¢ either equals to ¢’ or
generalizes it. For example, Soccer_Player < Athlete < Person.
We assume that each entity e has one most specific type to which
it belongs and use it as its label, denoted type(e). For a type t we
use entities(t) to refer to all entities labeled by a type t” < ¢.

Actions and inverse actions. The revision history of Wikipedia
entities contains edits to the graph edges. We particularly consider
two types of actions: adding new edges and deleting existing ones.
Our model associates each action with a time stamp. We use a
triplet of the form a = (+, (u,,v),t) (resp. a = (-, (u,1,v), 1)) to
denote the addition (rep. deletion) of edge from u to v with label [
at time t. We use source(a) = u and target(a) = v to denote the
source and target entities, resp., of the added/deleted edge. We say
that an action a’ is the inverse of a preceding action a, denoted
a’ = Inv(a) if applying a’ after a leaves the graph unchanged.

For example, in row #1 in Figure 1 we see an update to Ney-
mar’s Wikipedia entry, when a user removed (—) the Barcelona
(= v) team that Neymar (= u) was playing at (= I), at a certain
time (=t), and, action #12 is an inverse action of action #1.

Note that, in Wikipedia, each action appears at the revision
history of the source node of the edge. Intuitively, this is because
the revision history of each article records the edits made to the
outgoing links of the corresponding graph node. Updates of other
incoming links are recorded in the revision logs of these other
pointing entities. Continuing the above example, the two actions
#1 and #3 will appear in the revision history of Neymar’s page,
and the gray action set in Figure 1 is the set of actions taken from
entities of the same type (soccer_player).

(Reduced) set of actions. Given a Wikipedia graph G(V,E), a
set of entities S C V, and a time frame (referred to as window), we
consider the set of all actions (denoted as A) that were recorded in
the revision history of the entities in S, within the given window.

For instance, Figure 1 shows the set of actions recorded in the
revision histories of the entities S = {Neymar, Kyian_Mbappe,
Barcelona_F.C., Gianluigi_Buffon, PSG_F.C., Monaco_F.C., Ju-
vetus_F.C.} at a given time frame. Observe that all the updated
links are outgoing links from the entities in S.

In the update processes, some edits may naturally be reversed.
To consider only the final effect we focus on reduced actions sets
that do not include action and its inverse. More formally, given a
graph G, we say that two action sets are equivalent if, when the



actions are applied on G in the order of their timestamps, they
yield the same graph. The reduced set of actions, that remain by
removing the rows that their value in column R equals to 0 in the
table of Figure 1. We denote it as reduced actions from Figure 1.

Note that up to possibly different timestamps, the reduced
version obtained through this iterative removal process is unique,
as it contains the same set of graph update operations. Furthermore,
the timestamps are no longer important as any permutation of the
actions yields the same output graph. We thus consider from
now on only reduced sets of actions and ignore the timestamps,
referring to actions as pairs a = (op, (u, ,v)) where op € {+ —}.

Abstract actions. Since we are trying to find general update
patterns across the Wikipedia graph, we want to generalize a
set of actions involving specific entities to general patterns over
the corresponding entity types. For that we define the notion of
abstract actions. We associate with each entity type ¢ an infinite
set of variables t1, ty, . ... Then, an abstract action is the pair of
the form a = (op, (¢’,1,¢"")) where op € {+,—}, t" and t"” are type
variables, [ is an edge label.

Patterns. We define a pattern as a set of abstract actions. We
consider two patterns identical if they are the same up to isomor-
phism on the variable names of the same type. We refer to a pattern
that contains only a single action as a singleton pattern. Given a
pattern p we say that a set A” of concrete actions is a realization of
p (resp. that p is an abstraction of A”) if A’ may be obtained from
p by replacing each variable of type ¢t by a some Wikipedia graph
node in entities(t), s.t. distinct variables are assigned different
Wikipedia graph nodes.

An observation that will be useful in the sequel is that for a
given action a, the set of its possible abstractions can be easily
computed by traversing the type hierarchy and replacing source(a)
(resp. target(a)) by some variable of type > type(source(a))
(= type(target(a))).

To illustrate the above notions, in the reduced actions in Figure
1 lines #2 and #13 are both realization of the singleton pattern
{-, (playerl, current_club, team1)} (which we consider identical,
e.g., to the isomorphic pattern {-, (player2, current_club, team2)}).
On the other hand, the reduced actions in Figure 1 contain no
realization of the pattern
[{-, (player1, current_club, team1)},

{—, (player1, current_club, team2)}]
as the assigned team nodes have to be distinct in the realization,
but all players in the table were removed from a single team.

(Abstract) actions graph. It is useful to make an analogy be-
tween action sets and graphs. Given a set of concrete (resp. ab-
stract) actions A (p), consider the directed labeled graph g4 (9p)
with a node per each entity in A (variable in p), labeled by the
entity (variable) type name, and where there exists an edge from
node v; to vy, labeled [op, [], iff A (p) includes an (abstract) action
of the form (op, (v1,,v2)). We refer to these graphs as abstract
graphs as the actual entity identities (resp. the variable names) that
the nodes represent are insignificant.

With this graph view, a realization of a pattern p in a set of
actions A corresponds to an isomorphism from g, to a subgraph
of g4, where the type of each node in p either equals or is more
general than the type of its corresponding node in g4. Given a type
t, we say that the pattern p is connected (w.r.t. t) iff g, contains a
node variable of type ¢ from which all other nodes are reachable.

Connected patterns. Given an entity type ¢, we are interested
in entities’ updates that are related (possibly transitively) to entities
of type t. We thus focus on connected patterns, where the updated
edges are related.
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Definition 3.1. For an update pattern p, let g, be its correspond-
ing abstract graph. Given a type t, we say that the pattern p is
connected (w.r.t. t) iff g, contains a node of type ¢ from which
all other nodes are reachable.

In the discussion below we refer to such a node (variable) as the
pattern’s source (w.r.t. t). If multiple such nodes exist in the graph,
we arbitrarily pick one to serve as the pattern’s distinguished
source and we use below the term source to refer to this single
distinguished node, and denote is as source;.

For example, the pattern shown in Figure 3 is connected w.r.t. to
the type player. Its corresponding graph g, appears in Figure 2(a)
where all nodes are reachable from the source node player_1. But
if we replace the variable player; in lines 11 and 13 of Figure 3
by a new variable players, then the pattern becomes disconnected,
see Figure 2(b), and composed of two smaller, connected patterns
- the abstract actions in lines 10, 5, 2, 7 (with source player_1) and
the abstract actions in lines 11, 13 (with source player_2).

For a type t we only consider patterns that are connected w.r.t.
t. Thus, for brevity, we use below the term pattern to refer to a
connected pattern, and omit the type ¢ when clear from the context.
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Figure 2: (a) connected pattern, (b) unconnected pattern

Frequent patterns. To define that a pattern is frequent we
would like to measure the amount of support that a pattern has,
regarding the seed type entities.

Many notions of patterns frequency have been considered in
the graph mining literature. Common notions consider the number
of distinct isomorphisms from the given pattern graph to the input
graph (e.g. occurrence-based support [24] and MNI support [15].
However, as our goal is to characterize how frequent a pattern is
in the context a particular seed type of interest, we employ here a
notion of frequency inspired by the [16] that counts the number
of nodes (out of all nodes of the given seed type) that are involved
in some pattern. For readers familiar with the MNI-based support
in [15], we note that our notion of frequency can also be viewed
as a special case where the isomorphism count focuses only on
the seed entity type node.

Given a type ¢, a pattern p and a set A of actions, we define the
frequency of p (w.r.t. to t and A) as the fraction of entities of ¢ that
participate as source nodes in a realization of p is A.

Definition 3.2. The frequency of a pattern p in a set of actions
A, w.r.t. to a type t in p, is defined as frequency(p, A, t) =

|{e € entities(t) | e appears in realization entities(t)|
|entities(t)|

To continue with our running example, consider the actions in
Figure 1 and the pattern in Figure 3, and assume there are overall
five players in Wikipedia. The frequency of this pattern in the
given actions set, w.r.t. to the type player, is 0.2 because there is
only one player (Neymar) that the patterns hold for (with Neymar
mapped to player_1), out of the five existing players. However,
the frequency of the partial pattern displayed in figure 3 in lines 1



# Edit type | Subject Relation Object
10 + playery | current_club | team;
11 - player; | current club | teamy
5 + team; squad player;
13 - teamy squad player,
2 + player; | in_league league;
7 - player; | in_league league;

Figure 3: Pattern found from set of action in Figure 1

and 2 (gray lines) in this actions set (again w.r.t. the type player),
is 0.4 because there are 2 players for which that pattern holds.
Partial Order of Patterns. Given a type ¢, a set A of actions
and frequency threshold r we will be interested in finding pat-
terns whose frequency in A (w.r.t. the given type) is above the
threshold. To avoid redundancy, we would like to consider only
the most specific such patterns. Formally, we say that a pattern p
is more specific than a pattern p’ (alternatively, p’ is more gen-
eral than p), denoted p < p’, if p’ may be obtained from p by
removing some abstract actions, replacing some type variables
in p by corresponding variables of a more general type, or both.
An alternative definition is close frequent sub-graph, as defined in
[39]. To illustrate, for the patterns:
p1 = {(+ (playery, current_club, teamy)),
(-, (player, current_club, teams))}
p2 = {(+ (athletey, current_club, teamy)),
(-, (athletey, current_club, teamy))}
p3 = {(+ (athletey, current_club, teamy))}
we have that p; < p2 < p3.

Thus, given a type t and a set A of actions our goal will be
to find the most specific patterns with a frequency above a given
threshold. Our formal definition refines the closed frequent graph
pattern notion of [39], taking the type hierarchy also into consid-
eration when ordering patterns.

Definition 3.3. Given a set of actions A, a type t, and a fre-
quency threshold 7, we say that a pattern p is a most specific
frequent pattern in A (w.r.t. t and 7), if frequency(p,At) >t
and there is no pattern p < p where frequency(p, A, t;) > 7.

Relatively frequent patterns. Finally, note that in the discus-
sion so far, the frequency of patterns p was measured w.r.t. a given
type, as the percentage of entities of the given type that serve as a
pattern source. In some cases, it is interesting to further explore
what percentage of these entities adhere to a more specific pattern
p’. For example, what percentage of players among the ones that
move to a new team also, change the league. For that we define
the notions of relative frequency and relative frequent patterns.

Definition 3.4. For two patterns p, p’ s.t. p’ < p, the relative
frequency of p’ w.r.t. p in a set of actions A (for a given type
variable t), is defined as

rel_frequency(p’, p, A t) = frequency(p’,At)

frequency(p.At) *

Definition 3.5. Given a set of actions A, a type t, a pattern p
and a relative frequency threshold z,.;, we say that a pattern p’
is a most specific relative frequent pattern in A, w.r.t. t and p, if
rel_frequency(p’,p, A, t) > 7,¢ and there is no more specific
pattern p < p’ where frequency(p, p, A, t) > 7.

4 FINDING WINDOWS AND PATTERNS

Intuitively, given an entity type t of interest, we wish to signal
out significant time frames and identify the most specific frequent
patterns in them.

We will first explain how, given a specific window w and fre-
quency threshold z, the most specific frequent patterns in w (W.r.t.
type t), are efficiently identified. The extraction of relative fre-
quent patterns is similar. Finally, we will explain how the windows
and thresholds to examine are selected.
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As noted in Section 3, the (reduced) set of edit actions per-
formed over Wikipedia entities in the time window w may be
viewed as a graph. Thus one may harness graph mining algorithms,
such as the ones presented in [24] to identify frequent connected
patterns. Such algorithms work roughly as follows. Starting from
patterns consisting of a single edge, they incrementally expend the
patterns with new edges. At each iteration, they check which of
the extended obtained patterns are frequent, prune all the others,
and iteratively continue expending the frequent ones.

There are, however, two important issues that one has to address
when adapting such a scheme to our context.

1. Supporting the Wikipedia type hierarchy entails a richer
order relation among patterns (as defined in Section 3), which to
our knowledge is not supported by any of the existing algorithms
for mining connected patterns in graphs. While the modifications
to the algorithms, to support this, are rather immediate, the number
of patterns that now need to be examined becomes larger, and thus
the patterns’ frequency test must be performed efficiently. For
that, we represent each graph’s type of relation as a relational
table, containing its pattern realizations. That allows us to utilize a
join-based computation (optimized by the underlying SQL engine)
to quickly prune infrequent patterns.

2. Observe that common graph mining algorithms assume that
a full graph is given as input to the algorithm. In our setting, the
revision histories are distributed across all Wikipedia entities, and
(even when restricted to the time window w) their overall size can
be very large. Thus, as our experiments show, materializing the
full graph that represents them may be prohibitively expensive.
To avoid this, we embed into the discovery of the incremental
patterns an analogous incremental graph construction, that materi-
alizes only revision histories of entity types that may potentially
be related to the input type ¢ via frequent edit patterns. Our pattern
mining algorithms is detailed in Algorithm 1. For better under-
standing the pseudo-code, we first outline the data structures and
notations that we make use of. For space constraints, an illustrative
example appears in our technical report [3].

4.1 Data Structures and Notation

For each considered time window w, the algorithm incrementally
extracts, from the revision histories determined to be relevant,
the set of actions performed within the time frame. The actions
are abstracted and stored in a dictionary called abstract_actions
whose keys are the time windows. Thus, abstract_actions[w]
denotes a set of abstract actions with realizations in the window
w. The corresponding realizations of each such abstract action are
stored in a dictionary called realizations whose keys are the time
frame and abstract action. Thus, realizations|[w][a] denotes the
set of realizations of abstract action a within window w.

The identified (relative) patterns, for each time window w (and
pattern p in w), are stored in a dictionary named patterns (resp.
rel_patterns) whose keys, again, are the time frames (and re-
lated patterns). Thus patterns[w] (resp. rel_patterns[w][p]) de-
notes the set of (relative) patterns computed for time window w
(and pattern p in w). We overload notation and also use below
realizations[w][p] (resp. realizations[w][p][p’] to denote the
realizations of the (relative) pattern p (p’) within time window
w. As mentioned above, the pattern realizations are implemented
as relational tables. We will explain this point in details below.
Finally, we use an auxiliary data structure tested|[w], whose keys
are the time frames, to record partial patterns that have already
been examined in the computation for the window w.



4.2 Pattern mining

We are now ready to present the Algorithm 1. As mentioned above,
the algorithm follows the line of graph mining algorithms such as
[15], starting from singleton patterns and incrementally expending
them. While doing so it incorporates into the processing the two
optimizations mentioned above, to ensure efficient processing in
our particular setting. We note that several additional optimization
techniques have been introduced in [24, 39], e.g. to minimize the
used storage and search space. These are orthogonal to ours and
thus, for simplicity of presentation, we follow below the basic
scheme of the incremental pattern construction (to which these
orthogonal optimizations can later be applied if desired).

Initialization. Our initial entity set S contains the entities of
input type t. First, we extract for the given window w edit actions
performed on entities in S in time window w. We reduce the set
of actions, eliminating redundant edits and computing the pos-
sible action abstractions (as explained in Section 3) and store
them in abstract_actions[w] and their corresponding realiza-
tions in realization_table[w]. This is performed using the func-
tion reduced_and_abstract_actions(S, w) (line 1). patterns[w]
stores only abstract actions (singleton patterns) whose source is
the seed type t and their frequency in w exceeds the threshold (line
2). We explain below how the frequency is efficiently computed.

Interleaving graph and patterns expansion. We next inter-
leave the extension of considered entity set (and, correspondingly,
the considered subgraph representing their respective revision
histories), with the extension of the patterns.

To determine which other related entities (and, respectively,
entity revision histories) should be considered, we examine the fre-
quent patterns identified so far, to see which additional entity types
appear in them, if any (line 4). Correspondingly, we add their (re-
duced) revision histories within w to the set of considered actions.
For that, we employ again the function reduced_and_abstract
_actions(S, w) (line 8) that reduces the revision histories and adds
the actions abstraction (and their corresponding realizations) to
abstract_actions[w] (resp. realization_table[w]).

Next, we iteratively consider for each previously discovered fre-
quent pattern p € patterns[w], its graph g, and attempt to extend
it with additional edges (abstract action) a € abstract_actions[w],
that has not been considered for it yet (lines 9-14). The procedure
uses the auxiliary global variable tested[w], (initially the empty
set) to record pairs of patterns and actions that have already been
examined. It is important to note that by considering all action
abstractions (rather than just their base type) we can construct
patterns at all abstraction levels.

Extended patterns whose frequency exceeds the threshold are
added to patterns[w] (line 14). We will explain later how the
pattern realizations and frequency are efficiently computed. When
the frequent patterns can no longer be extended w.r.t. the current
set of abstract actions/action realizations, we check again whether
the discovered patterns contain new types whose actions have
not yet been considered (line 4). If so, we repeat the graph and
patterns extension (lines 5 - 15). Observe that the incremental
nature of the patterns’ construction allows refining the previously
derived patterns with the newly added abstract actions, rather than
computing frequent patterns from scratch. In other words, the
extension of the actions graph, and the extension of the patterns
(w.r.t. the extended graph), interleave well.

Note that, in the presentation so far we keep in patterns[w]
all the discovered frequent patterns and not just the most-specific
ones. This is because such general patterns may still be useful, in
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later iterations, being expended to other, different most-specific
patterns. However, an optimization that we can still employ here
is the removal of these (not most-specific) patterns whose expan-
sions have been fully examined, e.g. where all the entities types
occurring in them have been thoroughly processed (line 15). An-
other optimization that we employ (omitted from the pseudo-code)
is the cashing of the computed frequencies/realization tables, to
be reused if the same patterns are later re-examined with different
thresholds. When all patterns have been discovered, we select the
most specific ones and return them (line 16).

Computing patterns realization and frequency. To complete
the picture we need to explain how the patterns realizations and fre-
quency are computed in lines 12-13 of the algorithm. To efficiently
compute (and extend) pattern realizations, we represent each pat-
tern realization in realizations[w][p] by a relational table whose
attribute names correspond to the pattern variables names, and
whose tuples capture the different realizations of the pattern in
the given time window (namely the qualifying assignments of
concrete Wikipedia graph nodes to the pattern variables).

Now, note that given a pattern p and an abstract action a, there
may be several ways to extend the graph g, with a. First, a’s
source may be “glued” to any of the nodes (variables) in p of
the same type as a (if such exist). Second, for each such possible
gluing, a’s target may either be added to the pattern as new pattern
node (in which case g, is extended by both a new edge and a new
node) or the target may also be glued to an existing same type
node (in which case g, is extended by only a new edge).

We process each such possible extension as follows. Let p’
be such an extended pattern. An important observation is that,
using the relational representation discussed above, the realiza-
tion table of the extended pattern p’ can be easily computed, from
realizations[w][p] and realizations[w][a], via a join-based query.
For the glued pattern/action nodes we use equijoin on the corre-
sponding attributes, whereas for the new node (if such exists),
we require inequality to all same type attributes. Finally, we only
need to project a single column for each pattern attribute. Then,
the frequency of a pattern p w.r.t. a type t can be easily com-
puted from the relation, by an SQL count operator that counts the
number of distinct nodes appearing in the column corresponding
to the pattern’s source variable, (then dividing the count by the
cardinality of entities(t)).

Mining Relative Patterns. To conclude, we note that the com-
putation of relative frequent patterns proceeds in a similar manner.
The only difference is that each pattern p we begin the expansion
process starting from p itself, and relative frequency (rather than
just frequency) is computed similarly, but using the formula in
Definition 3.4. We omit the details for space constraints.

4.3 Finding Windows and Thresholds

So far we assumed that we are given a window w and a threshold
7, and our goal was to identify the (relative) frequent patterns in
w, w.r.t. the seed type t. To identify windows and thresholds of po-
tential interest, we use a simple heuristic, which our experiments
show to be extremely effective.

We restrict our attention to non-overlapping time windows and
split the revision histories accordingly. This allows parallelizing
the processing of the action sets in the different windows. Our
analysis of real Wikipedia data indicates this to be a reasonable
design choice. For an input type ¢ there are very few meaningful
(update-wise) time frames that overlap and those can be merged
into a somewhat longer window that includes both update patterns.



Algorithm 1: Mine connected patterns

Algorithm 2: Find windows and patterns

Input: entity set S,Wikipedia type ¢, window w, frequency threshold 7,
relative threshold 7,.¢;
Output: (relative) patterns and their time frames: patterns[w],
rel_patterns[w][p]

call reduced_and_abstract_actions(S,w) to create abstract_actions[ w] and
realizations[ w];

patterns[w] = {{a} | a € abstract_actions[w] Atype(source(a)) = tA
frequency({a}) > 7 };

3 tested[w]={};

4 while new type names found in patterns[w] do

5 foreach p € parterns[w] do

6 foreach new type name t € p do

7 L S = get_entities(?);

8

)

call reduced_and_abstract_actions[S, w] to expand
abstract_actions[w] and realizations[w];

9 while there exists p € patterns[w], a € abstract_actions[w], s.t.
(p, a) ¢ tested[w] do

10 tested[wl=tested[w] U{(p, a;) };

1 foreach pattern p’ obtained by expending p with a; do

12 compute realizations[ w][p’] from realizations[ w][p] and
realizations[w][a;];

13 frequency(p’) =
|distinct entities of type t in realizations[w][p’]| L if

|lentities(t)|
frequency(p’) > T then
14 L patterns[ w]=patterns[w] U{p’ };

15 | prune(patterns[w]),realizations[w]

16 patterns[ w]=most_specific_patterns(patterns[w]);
17 Return(patterns)

Our algorithm is initialized with minimal window size (the sys-
tem default is two weeks) and frequency thresholds (default 0.7),
which are iteratively refined: The window size is extended (resp.
the threshold it lowered) if no qualified patterns were found, or if
the refinement leads to the discovery of additional patterns. The
extension granularity (resp. frequency bound reduction) may be
determined by the user. Otherwise, the default refinement policy
is to alternate between multiplying the window size by two (re-
taining the threshold as it) and reducing the frequency thresholds
by 20% (retaining the window size). This is repeated as long as
the refinement leads to new patterns, up to a maximal window
size of one year, and a minimum threshold value of 0.2 (All exper-
iments were run with this setting). We chose the above heuristic
by examining several alternatives, as elaborated in Section 6, and
chose the one with the lowest running time among all heuristics
that performed best in terms of F1 score evaluations.

We now present the full algorithm, depicted in Algorithm 2.
As mentioned above, given an entity type ¢, our initial entity set
S contains all entities of the input type. Users not familiar with
the type hierarchy may provide a seed entity e and the system will
use type(e) as an input (lines 1-3). To derive type(e) we use an
alignment from Wikipedia entities to DBPedia [1]. Then to find
all entities of type t we employ a corresponding inverse index.

We first split the timeline into consecutive time frames of size
Wmin (line 7). Next we call (possibly in parallel) the procedure
Mine_connected_patterns, described in Algorithm 1 in Section
4, for all windows (line 9). We iteratively refine the considered
windows width (Wp,i,) and frequency threshold (7) (following the
heuristics described above), and until a stable result is obtained
(lines 10-11). Finally, for each discovered pattern p in window w,
its relative frequent patterns are mined as well (lines 14).
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Input: Wikipedia type ¢ or seed entity e, min. window width Wy, 5,
frequency threshold 7, relative threshold 7,.;
Output: (relative) patterns and their time frames
if ¢ is not given then
| t=type(e);
S = get_entities(?);
patterns = [];
rel_patterns = [];
Frequent patterns Stage;
split the timeline into a set W of consecutive time frames of size Wy, in;
foreach win W do
L patterns[ w]= Mine_connected_patterns(S, £, w, 7, Tye1)

SR

e ® N m e W

-
5

if patterns==[] or refine?(Wypin,7,patterns)==True then

1 L go to line 7 with the updated W,y,ip,, 73

=

-
19

Relative frequent patterns Stage;

foreach w € W do

14 rel_patterns[ w] = Mine_rel_connected_patterns (patterns[w],
rel_patterns[ w], abstract_actions[ w], realizations[ w],7,¢7);

Return(patterns,rel_patterns)

-
@

o

S USING WINDOWS AND PATTERNS

We employ the discovered windows and patterns to clean and
correct Wikipedia entries, as well as to assist users in editing.

Cleaning. An immediate application of the discovered patterns
is to alert Wikipedia editors on partial edits from past windows.
For that, we examine the discovered windows and identify for each
window and pattern (using an efficient outer-join based algorithm,
described below, parallelly processed) partial sets of actions that
may be extended to a full pattern occurrence. To assist the editor
in determining how (if) the partial edit should be completed (or
reversed), we present examples of other full patterns.

To explain how the algorithm works, recall from Section 4.2
that, to discover patterns, we iteratively expand the pattern’s graph,
joining corresponding action relations to form a relation table that
captures the pattern realizations. In each such join, the left-hand
side (LHS) relation represents the realizations of a (partially grow-
ing) portion of the pattern, and the right-hand side (RHS) relation
contains the realizations of the added edge. The join conditions
assert the (in)equalities of the corresponding graph nodes. To iden-
tify partial updates, that haven’t been properly completed, we
similarly traverse the graph. But instead of the abovementioned
Jjoin operator, we employ a full outer-join [6], with analogous
(in)equality conditions. Note that, unlike the join, the full outer-
join also records in the output relation those LHS (resp. RHS)
tuples not matching any RHS (LHS) tuple, padding the missing
attribute values with nulls. In terms of our patterns, partial pattern
realizations (resp. action realizations) that are missing a corre-
sponding action (partial pattern) are also recorded in the relation,
padded by null values. The incomplete edits can then be easily
identified via a selection query retrieving tuples with null values.
A result table keeping the attributes of original action relations is
kept to record which missing updates cause null values.

Our algorithm for identifying partial updates is depicted in
Algorithm 3. For a time window w and a pattern p, it focuses on
the entity types in p. It invokes reduced_and_abstract_actions
(described earlier), to examine their revision histories and con-
struct the realization relations of their corresponding abstract ac-
tions (lines 1-2.) Next we traverse the pattern’s graph g,, and
iteratively outer-join the corresponding relations (lines 8-9). We
use pi ... pn to denote the incrementally growing sub-patterns
(from the first singleton edge ay, to the full pattern p). The array



Algorithm 3: Identifying partial updates

Input: window w, pattern p

Output: partial realizations of p in w

let S be the set of entity types in p;

call reduced_and_abstract_actions(S,w) to create abstract_actions[ w] and
realizations[ w];

N

3 letey, ..., ey be the edges in the pattern’s graph g, in some traversal order;

4 letay ..., ap be the corresponding actions in p;

s pr={ai};

6 all_realizations[p,] = realizations[w][a];

7 fori=2...ndo

8 pi=pi-1U{ai};

9 compute all_realizations|[p;] from all_realizations[p;_1] and
realizations[w][a;] using full outer-join;

10 partial_r = {r € all_realizations[p] | r includes a null value }};
Return(partial_r)

all_realizations|p;] is used record the intermediate (possibly in-
complete) pattern instantiations. Finally we return all tuples that
include null values (lines 10-11). An example of the algorithm
execution appears in our technical report [3].

Edit assistance. Update patterns often appear periodically in
multiple windows. For example, transfer windows occur each
summer with a similar edit pattern. Our system automatically
identifies such periodic patterns/windows and provides online
edit assistance (via a plug-in) to users that update pattern entities
within a given window, suggesting potential update completions,
as explained above. The algorithm for identifying patterns that
need completion follows similar lines, with the user alerted on
partial edits that involve entities that she is updating.

6 EXPERIMENTS

We open this section by describing the experimental setup, the
examined datasets, baselines, and evaluation methods. We then
present the results, both in terms of running time and quality.
Finally, we present a comparative analysis of heuristics, demon-
strating the superior performance of the heuristic used by WC.

6.1 Experimental Setup

We have implemented WC as a web browser extension, with back-
end in Python, frontend in JavaScript, and SQL over pandas as
the underlying query engine. All experiments were executed on
an Intel 17 2.4Ghz with 96GB RAM and 16 cores server. We ran
experiments over Wikipedia datasets and examined the system per-
formance in terms of running times, the quality of the discovered
patterns, and the number of detected errors, w.r.t. these patterns.
For the quality experiments (and measuring the running time)
we use the default settings of WC. Recall that our algorithm is
initialized with minimal window size (default is two weeks) and
frequency thresholds (default 0.8), which are refined throughout
the computation. As mentioned, the default refinement policy
alternates between multiplying the window size by two and re-
ducing the frequency thresholds by 20%, up to at most one year
window and a minimal 0.2 frequency. For other experiments, that
test the effect of each parameter, we vary the given parameter
while setting all others to default values, as explained below.
Settings. To demonstrate the operation of WC in different
entity domains, we examine here three Wikipedia domains: soccer
(including players, teams, leagues, etc), cinematography (actors,
movies, awards, etc) and US politicians (specifically US senators).
To derive patterns (and correspondingly identify potential edit
errors) we used the revision history for the year 2018. We then
validated the signaled potential errors w.r.t. edits recorded in the
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revision history of 2019. To further assess (resp. validate) the
identified patterns (signaled errors), we have also consulted three
domain experts - one expert per each of the three domains.

For the soccer domain, we used major European leagues’ soccer
players for our seed set of entities. For the cinematography domain,
we used actors from Hollywood-produced movies for the seed set.
Lastly, in the politicians’ domain, we used US senators for the
seed entity set. In each domain, we considered different sizes of
seed sets by randomly choosing between 100-1K entities from the
respective seed type. We run each experiment 5 times and show
the average running time (the variance was below 5%). For the
entities selection, we used the “recently edited” criterion (edited
in the last year of 2018) to focus on active pages with edits that
may contribute to the mining process, and may also contain errors.
Following Algorithm 2, we also considered related entity types
and extracted their revision history in the corresponding period.

Due to the lack of an appropriate API, obtaining the Wikipedia
data required crawling and parsing entities and it’s revision logs.
Nevertheless, we gathered data for 100K entities - about 10t of
the million frequently edited Wikipedia’s entities [4].

Algorithms. The core of WC is Algorithm 2 (referred in the
sequel as WC) which identifies time windows of interest and cor-
responding edit patterns. A main ingredient of WC is the pattern
mining procedure depicted in Algorithm 1 (referred in the sequel
as PM) that given a specific window w and frequency threshold 7,
identifies the most specific frequent patterns in w (w.r.t. the seed
type of interest). As explained in Section 4, PM refines conven-
tional graph mining algorithms [15] by introducing two dedicated
optimizations: (1) an efficient join-based SQL computation of
patterns realization and frequencies, and (2) an incremental com-
putation that avoids a full materialization of the edits graph. To
demonstrate the importance of these two optimizations, we ex-
amine the running times of the following four algorithm variants.

e PM, our mining algorithm.

e PM /9" 4 restricted variant of PM without our dedicated join-
based queries. Instead, pattern realizations and frequencies are
computed via conventional main memory nested loop.

e PM "¢ g restricted variant of PM that does not utilize our incre-
mental, on-demand graph construction. Instead, the full edits
graph for the given window is materialized then given as input
to the mining process (but patterns realization/frequency is still
computed via our join-based queries).

e PMinGTJoIn conventional graph mining without our two op-
timizations. The edits graph for the window is materialized as in-
put to the mining process, with the pattern realizations/frequencies
computed via the main memory nested loop.

Note that direct comparison to leading graph mining baselines is

not possible due to their use of different frequency metric (not

capturing connectivity property and relativity to a specific type)
and lack of support for type hierarchy. We have thus adapted the
most relevant variant to our context, denoted by PM —inc—join and

benchmark w.r.t. it. See discussion in Section 2.

6.2 Running Time Analysis

Next, we examine how the running time is affected by (1) the size
(number of entities) of the seed type of interest, (2) the frequency
threshold, and (3) the window size. In each experiment, we vary
one parameter while setting the others to a default value (500
seed entities, 0.7 frequency, and two weeks, resp.). As the results
for the different domains show similar trends, we present here a
representative set of experiments for the soccer domain.



Note that, as is common in graph mining algorithms, PM~"¢
and PM~I"6J0in require the full edits graph for the given win-
dow to be materialized. However, materializing this graph, even
for relatively small time windows, can be infeasible. Indeed, our
experiments show that even when considering a two-week time
window, only 100 seed entities, and revision histories only of
entities reachable from the seed set, the graph construction ex-
ceeded 24 hours (the time limit for the graph materialization).
This is due to the dense connectivity of the Wikipedia graph® [4],
the previously mentioned high volume of edits, and the lack of
adequate API, as noted above. Thus, as the graph must be con-
structed for each considered window, we initially focus only on
the two feasible algorithms: PM and PM~/°", with the infeasible
algorithms evaluated over reduced inputs. We report below the
sizes of the partial graphs built by PM and PM~/°/", For intuition
on the relative savings, we note that the graph for the 100 seed
entities during these 2-weeks contains over 100K entities.

Seed set cardinality. We start by examining the running time
as a function of the size of the seed set. Naturally, the more entities
in the seed set, the more related updates need to be examined
and the more revision histories are processed. Consequently the
running time of both PM and PM /%" increases, as illustrated in
Figure 4(a). The threshold is set here to the default value of 0.8 and
the window is the month of August. Similar results are obtained
for other thresholds/months. Next to the size of each seed set, we
give (in parenthesis) the overall number of related entities (graph
nodes) processed by the algorithm. In each column, the upper
part shows how much time (in hours) it took to parse the revision
history of the relevant entities and extract the reduced updates set.
This is naturally identical for both algorithms (as they only differ
in the computation of pattern realizations/frequencies). It should
be noted that this time would be much shorter if Wikipedia had
provided a more convincing API for its revision logs or, publicly-
available structured revisions database. The lower part of each
column shows the running time dedicated to the pattern mining
itself. We can see that is significantly shorter for PM that employs
our efficient join-based queries. For PM the pattern mining time
only marginally grows when the seed set size increases and stays
below 15 min, which is very reasonable for offline computation.

Frequency threshold. Next, we examine the running time as
a function of the frequency threshold. The seed set size is set
to a default size of 500 and the window is the month of August.
(Similar results are obtained for other sizes/months). The lower
the threshold, the more potential patterns (and revision histories
of involved entity types) need to be examined, and, consequently,
the processing time of both algorithm increases, as illustrated in
Figure 4(b). The processing time for the revision logs is the same
in both algorithms, but PM mines the patterns much faster. Again,
for PM the pattern mining time increases only moderately when
the threshold decreases and stays below 15 min.

Window size. In this experiment, we measure the preprocess-
ing time for varying window sizes. Figure 4(c) illustrates the
processing time for 2, 4 and 8 weeks window. Specifically, we
see here the running times for the first two weeks of August, the
whole month of August, and the two months July and August,
but similar results are obtained for other similar-length windows.
(The seed set size here is again set to default size of 500 and
the frequency default 0.8. Similar results are obtained for other

6Wikipedia contains about 6 million entities (of which 4 million are considered of
marginal importance) and over 80 million internal links as to 2010.
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sizes/frequencies). Naturally, the larger the window, the more up-
dates need to be processed and as a result, more patterns may
occur. Consequently, the running time increases. Again, the pro-
cessing time for the revision logs in both algorithms is the same,
but PM mines the patterns much faster.

Parallelism. So far we examined the performance of the PM
component of WC. To complete the discussion we now examine the
full operation of WC, highlighting, in particular, its embarrassingly
parallelized nature. Recall that WC splits the timeline into non-
overlapping windows that may be processed in parallel. Similarly,
independent entity types can be processed in parallel. This is easily
exploitable in a multi-core setting as shown in 4(d). We focus here
on the pattern mining process (the revision logs processing shows
similar trends). The figure shows the time in minutes (in log scale)
of the pattern mining computation for a single core vs 16 cores,
for varying sizes of seed entity sets. As before, next to the size of
each seed set we give in parenthesis the overall number of related
entities (nodes) processed by the algorithm. Note that the numbers
here are the fotal number of nodes processed through all iterations,
for all examined windows and threshold values. Running on 1000
entities takes less than one minute on a single core. 5K entities
need 6 minutes to process on one core and about 1 minute on 16
cores. For 100K entities - the largest entities set generated in the
algorithm execution on the three domains mentioned above - it
took 58 minutes on one core and about 15 minutes on 16 cores.
Overall, the parallelization speedup is about 4x.

Based on known statistics of approximately 5.9 million Wikipedia
entities (one million of them are of mid-to-high importance) [4],
given a preprocessed Wikipedia revisions database/graph (which
unfortunately is currently not publicly available), running on all
Wikipedia entities will take about six hours (one hour on mid-to-
high importance entities) on a 16 core server.

Experiments with small data. As mentioned above, the ma-
terialization of the entire edits graph of Wikipedia, which is a
necessary input for PM~i¢ and PM~i"¢=Jo" takes impractical
time. To, nevertheless, evaluate the efficiency of these two algo-
rithms, we also conducted experiments over considerably smaller
subsets of the Wikipedia graph. Over such small instances, the
running time is less meaningful, however, we can focus instead on
the number of considered pattern candidates as an indication of
the efficiency of these algorithms. Note that, since this experiment
is only possible over small data, typically negligible amounts of
noise become significant, and since the number of seed entities is
small, many of the identified candidates will exceed the threshold.
Therefore, we do not examine any quality indicators.

Concretely, we examined a small subset of Wikipedia, con-
sisting of 10 seed entities from the soccer domain, and all the
revisions of these entities that occurred within an arbitrarily cho-
sen two-week period. We constructed the corresponding edits
graph, containing the seed entities and a close (2-reachable) neigh-
borhood of these seeds in two phases, as follows. We first added
to this graph all the entities that are connected within one link
from the seeds and were also edited in the chosen time window,
and then we also added, analogously, another layer of neighbor-
ing entities - all the entities that are connected within one link to
the previously added entities, and were also edited in the chosen
time window. We did not extend the graph further, as it could
not be materialized within the time frame we defined. The above
construction resulted in a graph with roughly 10K entities.

We compared the performance of PM~"¢ and pM~inc—join
over this graph, to that of PM (our pattern mining algorithm)
and PM~J°" (which does not include our dedicated join-based
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Figure 4: Running time when varying the (a) DB size (b) threshold (c) window size (d) WC execution time on 1 vs 16 cores

queries) over a Wikipedia subgraph of the same size. Recall
thatPM and PM 79" in contrast to PM~i"¢ and PM~inc—join (g
not receive the complete graph as input, rather create the relevant
edits subgraph (of the Wikipedia graph) incrementally on-the-fly.
Therefore, to ensure a meaningful comparison, we used as input
a set of 200 seeds, as this results in subgraphs of roughly 10K
entities (which is also the size of the input graphs for PM =" and
PM~inc—joiny Moreover, as we focus solely on the number of
considered candidates, this value will be the same for all variants
of PM, when employed over the same graph, as the frequency defi-
nition is identical for all baselines. Therefore, the result will be
the same forPM and PM~7°" and also the same for PM "¢ and
PM~ine=join Hence, we essentially compare only two approaches
in this experiment (receiving the complete graph in advance versus
computing a more relevant subgraph on-the-fly).

The results show that PM "¢ and PM~I"¢=J%i" consider more
candidates (524), compared toPM and PM~J°" (125). This demon-
strates the superiority of our incremental graph construction ap-
proach, which prunes many of the irrelevant candidates.

6.3 Quality Analysis

To assess the usefulness of WC for error detection we evaluated
the quality of the discovered patterns and the validity of the po-
tential errors signaled using these patterns. We employed WC,
over the subsets of the Wikipedia 2018 revision log relating to the
domains of soccer, cinematography, and US politicians, with the
corresponding seed sets consisting of 1000 entities.

Ground truth patterns. To evaluate the correctness and cover-
age of the detected patterns, we asked each of the three experts to
provide a comprehensive list of common periodic update patterns,
in structured data. The soccer expert provided 11 such patterns
(e.g., the page of a player that won the “Goal of the Month” award
should link to the page of the award and vice versa). The cin-
ematography expert provided 8 patterns (e.g., a TV series page
should point to all the pages of its specific seasons). Lastly, the pol-
itics expert provided 5 patterns (e.g., the page of a newly-elected
senator points to her predecessor’s page and vice versa).

Discovered patterns and detected errors. Interestingly, the
patterns derived by WC are a proper subset of the set of patterns
provided by the experts, implying 100% precision. In terms of
recall, our algorithm detected 9 (out of the 11) soccer-related
patterns, 7 (out of the 8) cinematography related patterns and 4
(out of the 5) US politicians related patterns, yielding an average
recall of 83.3% across all the domains. The discovered patterns
were then used by WC to detect erroneous updates.

Running Algorithm 3 on the 2018 revision log we have iden-
tified 3743 potential errors for the soccer domain, 2554 potential
errors for the cinema domain and 1125 potential errors for US
politicians. To determine which of these are actual errors, we ran
a two-step verification process. First, for each signaled potential
error (partial pattern occurrence) we examined whether it still
existed after the 2019 updates had been applied. Errors that were
eliminated (corrected) are considered true errors. Note, however,
that the remaining set may still include actual errors that went un-
noticed. To determine how many such signaled, unnoticed errors
Wikipedia still contains, we sampled 50 such errors per pattern
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and asked the relevant domain expert to determine their validity.
Next, examples and results of discovered patterns are provided.

Soccer. Out of the 3743 signaled potential errors, 2680 were cor-
rected in 2019 (71.6%). From the remaining examined cases,
82.1% were indeed verified as actual previously unnoticed errors.

To illustrate, the simplest pattern detected in the soccer domain
indicates that, after joining a new club, the page of the player
should link from the career table to the page of the club, which,
in turn, should add a link to the player’s page in the current squad
table. This pattern has a frequency of 0.8 in the window consisting
of the first week of August. Out of the 50 sampled errors for
this pattern (partial pattern occurrences), 48 indeed turned out to
be previously unnoticed errors (96%). A more complex pattern
includes also the deletion in the player’s page of the link to the old
club, and vice versa. This pattern has a lower frequency (0.4) and a
wider window size (the first two weeks of August). Here, out of 50
sampled potential errors, 44 were verified as actual errors (88%).
An example of such an error, detected by the algorithm, relates to
the page of Nikola Mitrovic, a player that switched leagues. His
new club, ZTE, added him to its current squad table, while the
previous club, Kesla, did not remove him. Similarly, Aleksandrs
Cauna’s page was updated when he joined his new club Jelgava,
whereas the page of RFS, his old club, still pointed to his page past
the transfer window. A relative frequent pattern, that the algorithm
detected, includes an update of the current league link in the
player’s page. While this pattern is much less frequent (since a
player may move to a club in the same league, in contrast to the
previously mentioned patterns, where a violation almost certainly
results in “incomplete” data), its relative frequency, nevertheless,
exceeds the threshold. Out of the 50 detected potential errors, 14
were indeed actual previously unnoticed errors.

Cinematography. One example of a detected pattern relates to an
actor/actress winning the Oscar award: the page of the winner
should link to the page of the award and vice versa. In terms of
quality evaluation, out of the 2554 signaled potential errors, 1731
were corrected in 2019 (67.8%). Of the remaining cases, 81.2%
were determined to be true unnoticed errors.

US Politicians. An illustrative example of a discovered pattern in
the US politics domain pertains to the election of a new senator.
Given such an event, the pages of the new senator and the relevant
state must point to each other, and also a link to the page of the
previous senator is removed from the page of the state. The page
of the previous senator should still point to the state, since the
only modification relates to the adjacent text, detailing the period
during which she held office. Out of the 1125 signaled potential
errors, 728 were corrected in 2019 (67.8%). Of the remaining
cases, 78.1% were determined to be previously unnoticed errors.

Insights. To conclude, we discuss insights derived from the
above evaluation, that reaffirm the distinction between our in-
tended use-cases and those addressed by previous works. As men-
tioned in the Introduction, our solution focuses on patterns that
are associated with a well-defined time window, complementing
existing solutions that target ‘window-less’ constraints. Indeed,
for all the discovered patterns, a statistically significant time win-
dow was identified. In contrast, of the few overlooked patterns,



Table 1: Sample of heuristics test

(w, 7) ‘ Running time (min) Precision Recall F1 Score
2.0x, 20% 2 1 0.84 0.91
1.0x, 20% 1.2 0.88 0.68 0.77
2.0x, 0% 1.2 1 0.75 0.86
1.5x, 10% 32 1 0.68 0.81
3.0x, 40% 1.5 0.75 0.88 0.81

two are not clearly associated with any time window. This further
reinforces the contrast between our solution and other works.

6.4 Parameter Tuning

When refining the two parameters across different iterations, PM
alternates between multiplying the window size by two and reduc-
ing the frequency threshold by 20%. To arrive at these values, we
performed a grid search, selecting the parameters that led to the
fastest running time among the options that yield the best F1 score
(w.r.t. patterns provided by experts). We checked combinations
of reducing the threshold by X and multiplying the window size
by Y, where X ranges from 1% to 100%, in steps of 5%, and Y
ranges from 1.5 to 5, in steps of 0.5. In terms of the bounds for the
above parameters, the window size is restricted to the range of two
weeks to one year, while the threshold is restricted to [0.2,0.7].
These intervals were also derived via an analogous grid search
over various ranges. A sample of the results is depicted in Table 1,
where the left column provides the combination of the changes in
the values of the window size and the threshold. Note that the first
row pertains to the combination used by WC.

These results demonstrate the advantages of our balanced ap-
proach, compared to more extreme approaches. Namely, opting
for very small changes to the parameters increases the running
time and lowers the recall. The recall drops because WC would
terminate at an early stage, as new patterns are not likely to be dis-
covered compared to the previous iteration. At the other extreme,
drastically changing the parameter values, while improving the
running time, lowers the precision score. The latter effect is due
to quickly reaching iterations where the time window is large and
the threshold is low, causing WC to discover erroneous patterns,
whereas WC with our heuristic would terminate prior to this point.

7 CONCLUSION
This paper presents WC, a Wikipedia plug-in assisting editors in
maintaining the correctness of inter-links. Given an entity type
of interest, our efficient, highly parallelizable algorithm identi-
fies relevant edit patterns across revision histories of entities of
related types, along with time windows in which partial edits are
acceptable. The discovered patterns/windows are then used by
WC to alert editors on past edits that appear incomplete, and pro-
vide users with on-line assistance as they update Wikipedia. Our
experiments with Wikipedia data demonstrate the efficiency and
effectiveness of our approach in identifying and correcting errors.
There are several directions for future research. As our work
considers inconsistencies in structured parts of Wikipedia, expand-
ing our approach to consider free text, in particular parts related to
the inter-links, is a challenge. Another intriguing future direction
is enriching the expressiveness of the patterns to support value-
specific instantiations (e.g., a pattern specific to PSG, but not to
football clubs in general). Finally, applying our ideas to other do-
mains where revision histories are available and link consistency
is important (e.g., software repositories) is another challenge.
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ABSTRACT

Data quality validation is a crucial step in modern data-driven
applications. Errors in the data lead to unexpected behavior of
production pipelines and downstream services, such as deployed
ML models or search engines. Typically, unforeseen data quality
issues are handled via manual and tedious debugging processes
in a reactive manner. The problem becomes more challenging in
scenarios where large growing datasets have to be periodically
ingested into non-relational stores such as data lakes. This is even
worse when the characteristics of the data change over time, and
domain expertise to define data quality constraints is lacking.

We propose a data-centric approach to automate data quality
validation in such scenarios. In contrast to existing solutions,
our approach does not require domain experts to define rules
and constraints or provide labeled examples, and self-adapts to
temporal changes in the data characteristics. We compute a set of
descriptive statistics of new data batches to ingest, and use a ma-
chine learning-based novelty detection method to monitor data
quality and identify deviations from commonly observed data
characteristics. We evaluate our approach against several base-
lines on five real-world datasets, on both real and synthetically
generated errors. We show that our approach detects unspecified
errors in many cases, outperforms other automated solutions
in terms of predictive performance, and reaches the quality of
baselines that are hand-tuned using domain expertise.

1 INTRODUCTION

Data-driven decision making is becoming the norm in modern
enterprises and organizations, and requires maintaining and reg-
ularly updating large datasets, often collected in non-relational
stores such as data lakes. A critical step in these scenarios is data
quality validation, as the quality of the derived insights and deci-
sions crucially depends on the quality of the collected data [42].
Incorrect or missing data can lead to wrong business decisions
and problems in downstream data consumers, such as machine
learning (ML) models or search engines [1, 17, 43], and even crash
systems, e.g., due to null-pointers originating from missing data.
Common sources of errors are bugs in external data sources and
data preprocessing code (e.g., when a data engineer accidentally
changes a time measurement from seconds to milliseconds in a
data-producing pipeline). Such errors often corrupt large parts of
the data to ingest and can immediately lead to devastating conse-
quences, e.g., wrong predictions of ML models that consume the
data [37]. In this work, we focus on automating the detection of
such data quality issues.

We address the following real-world example scenario. Con-
sider a data engineering team at a retail company maintains a
search engine for products. To keep the search engine up-to-date,
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it deploys a pipeline that regularly ingests and indexes external
product data from various heterogeneous sources, such as web
crawls, log files, key-value stores, or upstream data pipelines.
If a data source introduces errors in the data to ingest, such as
missing values or wrong encoding of strings, then the products
will not be indexed correctly or, even worse, cause the ingestion
process to crash. Such data issues are typically handled reactively:
the engineering team discovers data issues via alerts from devops
engineers, bug reports, and customer reviews. The data is then
manually fixed and back-filled. Handwritten code is added to the
data pipeline in retrospect to catch the observed type of errors
in the future [43].

In this paper, we propose an approach to automate data qual-
ity validation in scenarios where large partitions of a growing
dataset have to be regularly ingested into a common data store
such as a data lake. While relational databases enforce a schema
and integrity constraints for their data [13], many modern ap-
plications rely on non-relational data stores. Pipelines that do
not specify a particular schema or constraints on the data are
often much cheaper to operate in cloud environments (e.g., using
S3 as a distributed filesystem for storing the data partitions and
Apache Spark for processing them).

In contrast to existing work on fine-grained error detection [1,
17, 27, 29, 36, 47], we focus on scenarios where systems regularly
ingest batches of external data, and data errors corrupt a large
fraction of the batch [42] (Section 3). In the aforementioned retail
example, a few missing product reviews in a partition might not
cause issues in the downstream systems, as they are programmed
to handle that (e.g., by using missing value imputation strategies).
However, an unusually high fraction of missing values in the
review description is an indicator of a severe problem in one of
the external data sources.

We automate the detection of six types of errors (explicit and
implicit missing values, numeric anomalies, typos, swapped fields
for numeric and textual attributes) as follows: we leverage pre-
viously ingested data batches as “positive” examples of “accept-
able” data and use a machine learning approach to identify new
batches that significantly deviate from the previously observed
data. Specifically, we compute a set of descriptive statistics over
the ingested data and train a novelty detection ML model [30, 31]
to learn the characteristics of the “acceptable” data. We apply
the ML model on new data batches to ingest, in order to identify
potentially erroneous data batches that significantly differ from
previously observed data (Section 4).

Our approach provides several advantages over existing work.
First, it does not require domain experts to design and maintain
large numbers of rules [3, 20, 43]. Devising such rules and con-
straints is a very tedious and expensive process as the datasets
found in enterprises are typically large and messy [45], especially
if they originate from the integration of different external data
sources. Secondly, our approach is computationally efficient as
the descriptive statistics we apply can be computed in a single

10.5441/002/edbt .2021.07


https://OpenProceedings.org/
http://dx.doi.org/10.5441/002/edbt.2021.07

pass over the data. Our novelty detection model has a low num-
ber of parameters to optimize. Finally, our automated approach
performs well in cases where the data characteristics change over
time, in contrast to rule- and constraint-based approaches [20, 43]
that require a manual redefinition of rules and constraints.

We evaluate our approach by comparing its predictive per-
formance to automated and hand-tuned variants of the follow-
ing state-of-the-art solutions: Tensorflow Data Validation [6],
Deequ [43], and statistical testing [32, 41]. Then, we evaluate the
sensitivity of our approach towards six types of errors (explicit
and implicit missing values, numeric anomalies, typos, swapped
fields on numeric and textual attributes) and the predictive per-
formance under various error magnitudes (1, 5, 10, 20, . . ., 80%)
in a controlled environment for datasets with synthetically gen-
erated errors. Finally, we evaluate the detection quality of our
approach over time, as (a) the size of the training set for the
novelty detection algorithm grows continuously, and (b) its data
characteristics change over time. In summary, we make the fol-
lowing contributions:

e We propose an approach to automate data quality validation
for data that is periodically ingested into non-relational stores.
In contrast to existing solutions, our approach does not re-
quire domain experts to define rules or labeled examples, and
self-adapts to temporal changes in the data characteristics (Sec-
tions 3 & 4);

e We discuss how to apply our approach efficiently via a novelty-
detection ML model trained on data quality metrics of the
data (Section 4);

e We evaluate our approach against existing baselines on five
real-world datasets with real and synthetically generated er-
rors. We find that our approach detects the unspecified errors
in many cases under varying error magnitudes, outperforms
other automated solutions in terms of predictive performance,
and reaches the ROC AUC score of baselines hand-tuned with
domain expertise (Section 5).

2 BACKGROUND

In the context of this work, we understand data quality validation
as the process of checking that the input data meet the needs
of a data-driven application or its underlying business process,
where these specific needs are either formulated explicitly with
the data standards and policies or assumed implicitly by the ap-
plication logic. The concept of data quality is broadly defined as
a measure of the fitness of the data to their intended uses and
purposes [11]. To identify how well the data fit for the intended
purpose, the wast body of knowledge [5] suggests several data
quality dimensions, such as data accuracy (the degree to which
the data correctly represent the real-world entity it models), com-
pleteness (the degree to which the data contain the necessary
attributes to model the entity), validity (the degree to which the
data are stored or represented in a format that is consistent with
the domain of values), and others. In practice, data quality is
assessed with a set of quantitative metrics that are associated
with the aforementioned data quality dimensions. In this section,
we briefly introduce the data quality metrics that we leverage in
our approach and the machine learning-related background for
novelty detection.

Data quality metrics. We consider several quantitative statis-
tics that can be used to identify data quality issues [18]: (i) com-
pleteness - the ratio of non-missing values to the number of
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records in the data; (ii) the number of distinct values; (iii) statis-
tics for numeric data types, such as maximum, mean, minimum,
and standard deviation, (iv) the ratio of occurrence for the most
frequent value, etc. These statistics are commonly used in data-
base engines, for data profiling and data quality validation [18] to
summarize data of interest and often act as a proxy for the state
of data quality. Furthermore, most of the statistics can be cheaply
computed in a single scan over the data, except for the number of
distinct values and the ratio of the most frequent value, which are
typically approximated with the hyperloglog and the count-min
sketches respectively [8, 12].

Novelty Detection. Novelty detection is a machine learning
technique that aims to identify new patterns and signals that
were not present in the training data [30]. It is closely related to
anomaly detection as both techniques look for patterns in data
that do not conform to the expected behavior [7]. The difference is
that anomaly detection assumes that outliers are already present
in the training data. In contrast, novelty detection is designed for
cases where we only have access to “positive” examples.

Novelty detection is a form of one-class classification [46]
(due to the absence of negative examples). Novelty detection
algorithms model the data and check whether previously unseen
data points resemble the characteristics of the modeled data (i.e.,
inliers) or deviate from the expected behavior (i.e., outliers). The
decision whether or not a new object (i.e., data point) is an outlier
against a set of known objects follows the continuity assumption
(i.e., two data points that are close in the feature space repre-
sent two objects with the resemblance in real life) and usually
focuses on distance measures. Common example algorithms in
this area are one-class SVMs [44] and isolation forests [26]. For
an in-depth overview of the one-class classification problem and
novelty detection algorithms, we recommend the reader to refer
to Tax [46] and Chandola et al. [7].

3 PROBLEM STATEMENT
In this section, we introduce the problem and its formal definition.

Overview. We address the problem of automating the valida-
tion of data quality on dynamic data without relying on domain
expertise (e.g., manually specified rules and labeled erroneous
data records). As outlined in the running example, we focus on
scenarios where data pipelines regularly ingest large batches of
potentially erroneous external data and face errors that corrupt
a large fraction of the batch.

State-of-the-art solutions in data quality validation typically
require domain knowledge to specify explicit rules, constraints,
patterns, or labeled examples to verify data quality [6, 18, 20, 43].
They, however, fall short in several cases: (i) incomplete domain
knowledge (i.e., when data depict complex processes that even
domain experts cannot fully comprehend or when the domain
expert is unavailable at the given time), the solutions mentioned
above might perform poorly both due to false alarms and missed
errors as the specified set of rules or labeled examples are insuffi-
cient to capture potential errors; (ii) manual monitoring of data
pipelines to detect data quality issues or deployment of staging
environments for software testing are often too costly or time-
consuming, and are only conducted reactively; (iii) the charac-
teristics of the data might slowly change over time, which implies
that manually specified rules have to be constantly adapted and
maintained.



These challenges motivate an automatic approach to data quality
validation that does not rely on manually specified rules or la-
beled examples and self-adapts to changes in data characteristics.

Assumptions. For the given use case of the regular ingestion
of large batches of a growing dataset, we consider previously
observed and successfully ingested data partitions to be of “ac-
ceptable” data quality. This assumption is based on our experience
with real-world use cases: It is common in production to define
principal business and operational performance indicators and
monitor them carefully to evaluate business outcomes. For our
retail company running example, products that are placed in
the wrong category due to various errors lead to negative cus-
tomer reports or low service ratings, or via incident reporting and
tracking systems. This negative feedback serves as a proxy that
affects key performance indicators and catches the attention of
the responsible staff at some point in time. This, in turn, triggers
retrospective analysis. If devastating errors would have occurred
in the previously observed data partitions, they would have been
detected and fixed after a given time. If errors do not trigger a
negative response from the devops engineers or the business
after some period of time, we assume that the downstream task
is robust to them. Furthermore, existing error detection or data
quality validation methods require domain expertise. We focus
on real-world scenarios where domain expertise is not available
that, in turn, render the majority of data quality monitoring tools
inapplicable.

Formal problem statement. Given a structured dataset D of
chronologically ordered partitions djy, . . ., d;—1, each having do-
main A = Ay, ..., Ay, we have to predict upon the arrival of a
new partition d; whether this partition is of acceptable quality
or it is potentially corrupted w.r.t. a set of data quality metrics
Q0 =01,...,0G. We map this problem to a “one-class classifica-
tion” problem [46] where every partition d; is represented by a
feature vector x4, = (x1,...,xG) € RE of the data quality metrics
Q that are computed on every attribute A; of that partition and a
boolean label y4,, which denotes whether the quality of the batch
is acceptable or not. However, we only have access to positive ex-
amples during training (hence the term “one class” classification).
The classification task is to decide whether a future batch d; can
be considered of acceptable quality (i.e., represents an inlier) or
deviates from the state of data quality of the previously observed
data batches (i.e., represents an outlier). The main challenge is
to model the “acceptable” data in an automated manner, without
external specification of the domain or examples of “erroneous”
data that have insufficient data quality.

4 APPROACH

Next, we discuss our approach for automating data quality val-
idation of newly observed data batches based on the problem
definition we presented in the previous section.

Overview. Figure 1 illustrates our approach: for every observed
partition dy, . . ., d;—1, we model the features x4, via a set of de-
scriptive statistics computed from the partition . We train a
novelty detection model [38] on the resulting feature vectors that
learns the characteristics of “acceptable” data @. In order to check
anew data batch d;, we compute its feature vector x; via the cho-
sen descriptive statistics @. Next, we apply the novelty detection
model to label the new batch as acceptable or erroneous based
on the learned decision boundaries of the model @. With every
new data partition d;, we re-train the novelty detection model as
the training set grows with ¢. Our method can be integrated into
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data pipelines to raise alerts about potential degradation of data
quality automatically. Note that our approach does not rely on
domain expertise expressed in the form of rules, constraints, or
labeled data. Still, it remains valid in cases where the task defini-
tion is relaxed (e.g., domain knowledge is partially available or
some error types are expected).

Data patrtition to validate

Al B A|B Al B ) AlB
Computing
Computing X |42 | [v[33] |V |49 descriptive X' | 3.4
descriptive v |37 | |x 41| |'v|ae | statisticson 45
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: : : partition
Feature Vector
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ApproxCountDistinct(A)
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ApproxCountDistinct(B)
Maximum(B)
Minimum(B)

Mean(B)
StandardDeviation(B)

Training novelty detection algorithm on feature vectors

Figure 1: Overview of the approach: for every observed
partition (gray tables), we compute a set of descriptive sta-
tistics as a feature vector (green, Step 1). We train a nov-
elty detection model that learns the characteristics of ac-
ceptable data (Step 2). For the upcoming data partition
(blue table), we compute its feature vector (Step 3) and let
the model decide whether it is similar to the previously
observed data partitions or not (Step 4). In this example,
a missing value in column “A” and a numerical outlier
in column “B” (red) affect the completeness metric and
numeric statistics of the feature vector x;. That, in turn,
raises an alert.

Descriptive statistics as features. For every attribute A; of
the partition d;, we compute several quantitative measures that
correspond to the underlying data quality metrics (see Section 2):

o Completeness - the ratio of not-NULL values;

o Approximate count of distinctive values - the hyperloglog [12]
approximation of the number of distinctive values;

o Ratio of the most frequent value - the count sketch [8] approxi-
mation of the number of occurrences for the most frequently
repeated value, normalized by the batch size;

o Maximum, mean, minimum, and standard deviation for numeric
data types;

o Index of peculiarity [33] for textual data. Index of peculiarity
is based on the bi- and trigram tables of a textual attribute
and reflects the likelihood of the hypothesis that trigrams in
a given word are produced from the same data source that
produced the trigram table. This index is originally applied for
detection of typographical errors and facilitates detection of
typos in text or a “peculiar” occurrence of symbols in words.

I(T) = %(bg n(xy) +logn(yz)) —logn(xyz) ey

Equation 1 represents the index of peculiarity for a trigram
T = (xyz), where n( ) denotes the number of occurrences
for a selected bi- or trigram in a textual attribute. Index of
peculiarity for a sentence is the root-mean-square aggregation
of indices for each trigram that this sentence contains.



Algorithm 1: Pseudocode of our approach.

Input: t, query raw data partition; k, the number of neighbors;
X, descriptive statistics for previously ingested data partitions;
contamination, the proportion of outliers in X;
dist, distance measure (e.g., Euclidean, Manhattan);
agg, distance aggregation strategy for k nearest data points.

Output: label, query data point t is inlier/outlier

Initialize array statistics; array distances;

-

2 list num_met of metrics for numeric data types;
3 list gen_met of metrics for other data types.
foreach attribute A € t do

metrics = num_met if type(A) is numeric else gen_met

[N

o

foreach metric € metrics do statistics.append(metric(A))

7 end

foreach x € X, tree = BallTree(X, dist) do

/* .getDist(x,k) returns distances to k nearest
neighbors of x; agg(array) is an aggregation

o

function such as mean, median, or max */
o distances.append(agg(tree.getDist(x,k))
10 end
/* percentile(x,q) computes g-th percentile of x */

1

oy

threshold = percentile(distances, (1 — contamination))

/* outlier if aggregated distance from t to k nearest
neighbors exceeds threshold, else inlier */

12 return agg(tree.getDist(statistics,k)) < threshold

We concatenate attribute-level statistics into a univariate nu-
meric vector. Depending on the number of attributes and their
data types, the feature vector varies in length from one dataset
to another, where the length remains constant for partitions of
the same dataset. We normalize the resulting feature vectors to
a scale of 0 to 1. We chose these statistics based on two criteria:
(a) low computational complexity and (b) mapping to the error
types that often occur in real-world scenarios [47]. For a partic-
ular error type that we investigate, we consider statistics that
act as proxies for this error type more descriptive than others
in detecting data quality degradation. By a proxy we mean a
quantitative measure that is expected to change when a partic-
ular error occurs (e.g., numeric outliers are likely to affect the
statistical distribution of the attribute [18]). There is no single
metric that is more descriptive than others for all the given error
types. Preliminary results show that specifying only the descrip-
tive statistics that we expect to be changed when an error occurs
increases performance of our approach. This happens because,
in low-dimensional feature spaces, data points are more distinct
and distance-based methods perform better. However, assuming
“zero domain knowledge” and unknown error types, we cannot
control the choice of descriptive statistics in practice and, thus,
train our approach on all statistics. As discussed in Section 2,
most of these statistics can be computed in a single scan over
the data. Furthermore, we treat the sequence of feature vectors
that we collect over time (i.e., tstgrs, - - -, £ — 1) as separate data
points in the training set. Note that this modeling decision does
not preserve the order of these feature vectors.

Choice of the novelty detection algorithm. Given the na-
ture of the challenge at hand, i.e., “zero domain knowledge” or
unknown error types, only positive examples are available for
training. We thus choose one-class classification algorithms (i.e.,
novelty detection, see Section 2) as the main candidates for our
approach. In this work, we considered several candidates for the
novelty detection (ND) algorithm: Angle-based Outlier Detector

64

(ABOD), Feature Bagging ensemble for the Local Outlier Factor
(FBLOF), Histogram-base Outlier Detection (HBOS), Isolation
Forest, and the K Nearest Neighbors algorithm with both the
maximum and the mean distance aggregation scheme (KNN and
Average KNN, respectively) [30, 31]. To choose one particular
ND algorithm for our approach, we conduct preliminary experi-
ments on one dataset (Amazon Review, monthly data partition)
and three types of errors (explicit and implicit missing values
on all attributes, numeric anomalies on the attribute “overall”)
with 30% of synthetically introduced errors per data batch, in
order to determine which algorithm yields better predictive per-
formance on the one-class classification task (for more details,
see Section 5). We deliberately chose one dataset and a subset
of error types under investigation to avoid overfitting and the
selection bias for the evaluation procedure. Table 1 depicts the
predictive performance metrics (ROC AUC score [22]) for all the
ND candidates, as well as the break-down of the false positive
and false negative results. We report the ROC AUC measure
as it takes into account both the type-I and type-II errors. Fur-
thermore, it is insensitive to imbalanced datasets and preferred
in practice to other performance metrics such as accuracy or
F1 score. In our preliminary experiments, we computed other
performance metrics alongside the ROC AUC score. We noticed
that, since our evaluation scenario introduces a balanced case
where a negative counterpart exists for every positive example,
accuracy, F1 and ROC AUC scores report similar values. Based
on the preliminary results, we chose the k-Nearest Neighbor al-
gorithm with the mean aggregation scheme [38]. This algorithm
consistently outperformed other ND candidates on all three error
types and produced no false positive results, meaning that no
erroneous data batches were labeled as “acceptable”. The second
best-performing candidate is the Angle-Based Outlier Detection
method [23] that yielded comparable predictive performance yet
took an order of magnitude longer to train the model and infer

the labels.

Nearest-neighbor-based novelty detection. For every data
point in the feature space, the k-Nearest Neighbor (kNN) algo-
rithm calculates the average distance to its k nearest neighbors
and learns a threshold to decide what data points to consider
inliers or outliers [2]. The kNN algorithm has a contamination
hyperparameter that defines a ratio of data points that are as-
sumed to be incorrectly labeled as inliers. Hence they are labeled
as outliers in the training data. This scheme internally trans-
lates the one-class classification problem into a standard binary
classification problem where the examples of both classes are
present. The algorithm utilizes the Ball tree[35] space partition-
ing data structure - a binary tree where each node represents
a multi-dimensional hypersphere (i.e., ball) of partitioned data
points. This data structure provides properties that are useful for
efficient k-nearest neighbor search. All data points in the training
set are represented with distances to their k nearest neighbors.
Depending on the design decision, these distances are aggregated
into a single numeric value with one of the available aggregation
strategies (e.g., mean, median, max). These numeric values are
used to learn a decision boundary to differentiate inliers and
outliers - a data point is considered an outlier if its aggregated
distance to k nearest neighbors exceeds the learned threshold.
The threshold is defined with the contamination hyperparameter
c that is translated into the (1 — c¢)th percentile of the array of
aggregated distance for the whole training set. Figure 1 provides
a pseudocode representation of the KNN algorithm.



Table 1: Results of the preliminary experiment on per-
formance evaluation for 7 novelty detection algorithms.
Three error types under investigation are explicit and im-
plicit missing values, and numeric anomalies, depicted as
“Explicit MV”, “Implicit MV”, and “Anomaly” respectively.
We measure predictive performance with the ROC AUC
score (AUC), as well as the number of true positive (TP),
false positive (FP), false negative (FN), and true negative
(TN) results, where FPs are associated with the misclassi-
fication rate and FNs - with the false alarm rate.

’ ND Algorithm H Error type \ AUC \ TP \ FP \ FN \ TN ‘
Explicit MV 9213 | 178 0 28 | 150

One-class SVM Implicit MV 9213 | 1781 0 28 | 150
Anomaly 9691 | 178 0 11 | 167

Explicit MV 9382 | 178 0 22 | 156

ABOD Implicit MV 9382 | 178| 0 22 | 156
Anomaly 9691 | 178| 0 11 | 167

Explicit MV 9353 | 178 0 23 | 155

FBLOF Implicit MV 9382 | 178| 0 22 | 156
Anomaly 9662 | 178 | 0 12 | 166

Explicit MV 5814 | 60 | 118 | 42 | 136

HBOS Implicit MV 5505 | 60 | 118 | 42 | 136
Anomaly 9297 | 176 2 23 | 155

Explicit MV 7331 | 27 | 151| 18 | 160

Isolation Forest Implicit MV .5280 | 27 | 151 17 | 161
Anomaly 8764 | 146 | 32 | 12 | 166

Explicit MV 9325 | 178 0 24 | 154

KNN Implicit MV 9325 | 178 0 24 | 154
Anomaly 9662 | 178 | 0 12 | 166

Explicit MV 9382 | 178 0 22 | 156

Average KNN Implicit MV 9382 | 178 0 22 | 156
Anomaly 9719 | 178| 0 10 | 168

Gu et al. [15] present an extensive statistical analysis of nearest
neighbor algorithms and report that recent work on this family
of methods reaches state-of-the-art performance on novelty de-
tection tasks. Based on the preliminary experiment, we confirm
that the kNN novelty detection method performs on par with
other approaches or outperformed them, both in terms of the
predictive performance and execution time.

Modeling decisions. Next, we discuss several modeling deci-
sions for our kNN-based approach. We choose the Euclidean
distance metric as the most commonly used distance measure
for the RC feature space, and leverage the average distance to
k neighbors as an aggregation strategy. Based on preliminary
experiments, this decision led to consistently higher predictive
performance compared to other settings. Alternative strategies
are choosing the largest distance among k neighbors or com-
puting the median. A systematic comparison of kNN algorithms
with different distance measures revealed that both the “largest”
and the “median” aggregation schemes happen to be less robust
than averaging in our setting.

We set the number of neighbors k to aggregate the distance
measure to a low factor of five. The variation of this parameter
did not lead to significant changes in the predictive performance
during the preliminary experiments. The kNN novelty detection
algorithm is also parameterized with the contamination param-
eter [19]. This parameter defines a fraction of data points in
the training set to be misclassified as “positive” examples and
assumed to be outliers (i.e., false positives). We set the contamina-
tion parameter to 1% to keep the ratio of false positives minimal.
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Table 2: Characteristics of the datasets. The abbreviations
depict, in a direct order, the number of records in the
dataset, the number of partitions, the total number of at-
tributes, the average number of records in a data partition,
the number of numeric, categorical, and textual attributes.
We also report the real-world error types that two datasets
with the ground truth, Flights and FBPosts, contain.

Dataset Flights | FBPosts Amazon | Retail | Drug
# records 147640 11157 1494070 541909 | 161297
# part./attr. | 31/9 53/14 1665/9 305/8 3579/6
part. size ~2350 ~105 ~897 ~1776 | ~45
N/C/T 1/4/0 4/3/2 2/1/4 2/5/1 2/2/1
Dataset Flights FBPosts

explicit/implicit missing | wrong encoding, 16%
Errors, % values, 8-38%

incomplete datetime for- | syntactic errors and trans-

mat, 95% lation, 18%

other syntactic/semantic

errors, 60%

We aim to minimize the number of data points in the training set
that are considered to be falsely classified as “inliers”. We base
this decision on our assumption that all the data partitions are of
“acceptable” quality, and no misclassification occurs. Preliminary
experiments showed that setting the contamination parameter to
1% leads, on average, to relatively higher predictive performance
compared to other values (including 0). Note that automated
hyperparameter tuning schemes are challenging in the case of
one-class classification problems, as we do not have labels for
both of the classes - acceptable and erroneous data.

Application to our example scenario. Based on the running
example, imagine the engineering team to apply the proposed
approach as a data quality monitoring tool to validate incoming
data batches before running data preprocessing and indexing jobs.
When a new data batch is examined and no alerts are raised, data
pipelines work without any difference and run the downstream
preprocessing and indexing job. In case an alert is raised, the team
starts a debugging process and applies further error detection and
correction strategies. If the method caught the erroneous data
batch correctly, the team fixes it and released the quarantined
batch back to the pipeline. In the case of false alarms, the data
is returned without alterations. The critical point is when the
erroneous data batch passes data quality checks and goes further
to the downstream pipeline without the errors being fixed (i.e.,
false positives). In this case, system crashes and degradation in
the predictive performance of the underlying ML model might
occur.

5 EVALUATION

In this section, we introduce our experimental setup and discuss
datasets and metrics for our evaluation. We conduct several ex-
periments. First, we compare the predictive performance of our
approach to automated and hand-tuned variants of the follow-
ing state-of-the-art solutions: Tensorflow Data Validation [6],
Deequ [43], and statistical testing [32, 41]. Then, we evaluate the
sensitivity of our approach towards six types of errors (explicit
and implicit missing values, numeric anomalies, typos, swapped
fields on numeric and textual attributes) and the predictive per-
formance under various error magnitudes (1, 5, 10, 20, . . ., 80%)



in a controlled environment for datasets with synthetically gen-
erated errors. Finally, we evaluate the detection quality of our
approach over time, as (a) the size of the training set for the
novelty detection algorithm grows continuously, and (b) its data
characteristics change over time.

5.1 Experimental Setup

We evaluate our proposed approach as follows. We experiment
with a relational dataset that is partitioned by a chosen tempo-
ral attribute (e.g., a creation timestamp for every record). This
allows us to simulate our target scenario of the daily ingestion
of new data batches in a data pipeline. For every data point that
corresponds to a particular day t, we use the previously observed
partitions from timestamp 0 to ¢t — 1 as training data for our
approach. Then, we take both the partition d; and a corrupted
version dy as a counterpart, pass it to our model, and have it
predict whether the partition is of acceptable data quality or not.
Data partitions of acceptable quality are those that do not affect
KPIs and usually depend on the downstream ML task. However,
to decouple our experimental evaluation from the underlying
ML task, we consider partitions of acceptable data quality the
ones that do not contain any errors. We apply standard binary
classification metrics such as the area under the ROC curve (ROC
AUC score [22]) to evaluate how well the approach performs. We
also report confusion matrices to analyze misclassification and
false alarm rates.

Datasets. We experiment on five publicly available real-world
datasets from different application domains. For two of them,
we have access to both the erroneous and the cleaned versions
of the data [25]. The other three do not contain any errors, we
thus generate the errors synthetically [9, 14, 16]. For details, see
Table 2.

Datasets with ground-truth errors. The Flights! dataset [25] con-
tains flight status data that is aggregated from 38 different data
sources (the airline and the airport websites, third-party web re-
sources). Each record represents a particular flight on a particular
day and includes attributes such as the scheduled departure/ar-
rival, the actual departure/arrival, and the departure/arrival gates.
FBPosts? is a dataset of crawled Facebook posts for which we
have chronological information, as well as the erroneous and the
manually cleaned versions of the data (using OpenRefine [24]).
The dataset contains information about a sample of posts - their
title, content type, text, the week it was written, the domain
and the image URL, the number of likes, and the web page it
was crawled from. Missing values are the most common error
type for this dataset. Both datasets have an attribute that defines
the chronological order and enables splitting them into parti-
tions. Two variants of each dataset, the one with errors occurred
and the one where the errors are fixed, are provided. We utilize
these variants as partitions of acceptable data quality and their
corrupted counterparts for our evaluation scenario.

Datasets without ground-truth errors. Amazon Review [16] and
the Online Retail® [9] are two retail datasets. The Amazon
Review* dataset contains information about product reviews:
their ID, title, category, brand, sales ranking, and related products.
The Online Retail dataset contains historical transactional data
from a UK-based retailer. It includes the invoice number, customer

!http://lunadong.com/fusionDataSets. htm
Zhttps://github.com/sergred/automating-data-quality-validation-data
3http://archive.ics.uci.edu/ml/datasets/Online+Retail/
“4http://jmcauley.ucsd.edu/data/amazon/
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ID, country, quantity, description, and the unit price of a product
being purchased. The third dataset contains information about
Drug Reviews® [14]. It includes the name of a drug, medical
conditions this drug has been designed for, ratings and reviews,
the review date, and the number of users who considered this
review useful. All three datasets have a mix of numeric and
categorical attributes. They also contain an attribute that defines
chronological order and enables partitioning, but we do not have
ground-truth errors available for them.

Synthetic error types. In order to experiment with the datasets
that do not provide ground truth, we inject six types of synthetic
errors. We choose these types of errors because (a) they are
commonly encountered in real-world use cases in industry and
mentioned by many practitioners [6, 18] and (b) the majority of
them is used as example error types in the research field of error
detection [1, 27, 28, 34, 47]. We briefly describe these error types
below.

o Explicit missing values - empty cells in the data as a result of
wrong data collection or integration (e.g., left outer join of two
tables) or, simply, an optional field in a web form that was
never filled by the end-user and, thus, assigned as NULL while
crawling. We remove a fraction of the values of an attribute,
replacing them with NULLs;

o Implicit missing values - empty cells in the data that are en-
coded with values of an attribute’s data type that semantically
represent a missing value, e.g., a string ‘NONE’ or a numeric
value out of the attribute’s domain. In practice, implicit missing
values are the result of missing value imputations mechanisms
that are implemented in a data pipeline. We replace a fraction
of the values of an attribute with ‘NONE’ values for textual
fields or encode it as 99999 for numeric fields.

e Numeric anomalies - unexpected numeric values as a result
of malfunctioning sensors, errors in scaling or type casting
(e.g., change of measurement units from centimeters to meters,
wrong parsing of csv files due to commas as decimal separators,
etc.). For continuous numeric attributes, we corrupt a fraction
of the values by replacing them with Gaussian noise that is
centered at the mean value of the attribute and has a standard
deviation that is scaled randomly from the interval of 2 to 5;

o Swapped numeric fields - misplacement of numeric values as

a result of user mistake or wrong parsing, such as swapping

the length and the width values of a retail product. We choose

two numeric fields in the dataset and swap a fraction of the
values from one attribute to another and vice versa;

Swapped textual fields - analogous to swapped numeric fields

on textual attributes, misplacement of textual values as a result

of user mistake or wrong parsing, such as swapping the first
name and the surname values of in a user registration form.

We choose two textual fields in the dataset and swap a fraction

of the values from one attribute to another and vice versa;

e Typos - unexpected spelling in textual attributes either due
to user mistakes or errors in parsing (e.g., wrong encoding).
We apply the “butterfinger” strategy that randomly replaces a
fraction of letters in textual attributes with other letters that
are neighbors on a “qwerty” keyboard layout.

Given the error types and descriptive statistics under investiga-
tion, sampling strategy does not have major effects on predictive
performance of our approach in most cases. For instance, explicit

Shttps://archive.ics.uci.edu/ml/datasets/Drug+Review+Dataset+%28Druglib.com%
29



Baseline Comparison

o 1.0 =3 average KNN
S ) Bl Deequ Hand-Tuned
5 o8 BB Deequ Auto
2 ZZ TFDV Hand-Tuned
806 [ TFDV Auto
o« ) ,_,l_l_ =l A B STATS

Flights FBPosts Flights FBPosts Flights FBPosts

Last Partition 3 Last Partitions All Partitions

Figure 2: Comparison of the predictive performance of the proposed approach against three baseline solutions: Tensorflow
Data Validation, Deequ, and statistical testing. The subplots represent three different training settings where the baselines
learn from (a) only one recently observed data partition, (b) a combination of the last three data partitions, and (c) all the
observed partitions. The TFDV and Deequ baselines are evaluated in their fully automated variant and a hand-tuned
variant applying domain expertise. The bar chart shows that our approach outperforms the other automated baseline
solutions and reaches the predictive performance of the hand-tuned baselines. The automated variants of the baselines
tend to be conservative and produce false alarms in the majority of cases.

missing values would change the completeness measure, no mat-
ter wherein the data partition this error occurs. We use uniform
distribution for error generation in the evaluation setup.

Hardware specification. We use an Ubuntu workstation with
8 Intel 17-8550U CPU cores (1.80GHz) and 24Gb RAM. We run
all the algorithms with a single process and thread, with an
exception of one baseline solution - Deequ library - that is built
on top of Spark and runs at scale.

5.2 Comparison to Baselines

In our first experiment, we compare the predictive performance
of our proposed approach ( “avg. KNN” in Figure 2) to the existing
baseline solutions: Tensorflow Data Validation [6], Deequ [43],
and statistical testing [32, 41]. The purpose of this experiment
is to evaluate whether our automated approach can reach the
performance of hand-tuned state-of-the-art solutions.

Baselines. We compare the proposed approach against several
existing solutions. As the first baseline, we use univariate statis-
tical tests to detect shifts in data distribution between the pre-
viously observed data partitions and the current batch as an
indicator of errors. We use two tests - the Kolmogorov-Smirnov
test to detect shifts in continuous numeric attributes [32], and
the Pearson’s Chi-squared test to detect shifts in frequency dis-
tribution for categorical values [41]. For every attribute of a data
partition, we run one statistical test that gives a p-value as a
measure of whether the data values in the current batch come
from different data distribution than the values in previously ob-
served data partitions. We choose a test based on the attribute’s
data type (numerical or textual data) and compare the outcome
to a common threshold of 0.05. Note that we apply Bonferroni
correction to account for multiple tests.

We also use the Tensorflow Data Validation library [6] (TFDV)
to detect data schema violations as an indicator of erroneous par-
titions. TFDV uses data profiling techniques to model the state
of acceptable data quality by inferring their schema - attribute
names, data domains, various constraints (e.g., on data distribu-
tion, uniqueness, sparsity, etc.). Then, it tests new data against
inferred constraints and raises alerts upon schema violation as a
signal for potential degradation of data quality. Domain experts
use automated schema inference to facilitate data profiling and
analysis but they have to hand-tune the schema to keep it up-
to-date. In addition to the automated version of TFDV, we apply
a hand-tuned version where we define its data schema based
on data profiling and manual monitoring of data batches. This
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setting aims to compare our approach to a baseline solution that
exploits domain expertise.

Lastly, we include the Amazon Deequ library [42] and utilize its
declarative data quality constraints to validate the data. Similar
to the TFDV baseline, we evaluate Deequ in both an automated
variant and a hand-tuned variant. In the former, Deequ runs data
profiling and constraint suggestion algorithms to generate data
unit tests to validate the quality of data partitions. In the latter,
we utilize a hand-tuned variant where we manually define the
checks to apply based on data profiling and inspection.

Evaluation scenario. For a relational dataset d comprised of
chronologically ordered partitions dy,, . .., d;, and timestamps
14, ..., In, we sequentially pick a timestamp ¢ within the interval
start < k < n, where start is a predefined timestamp number to
start with and n is the number of available partitions. We select
start as 8 in order to limit the minimum size of the training set to
8 data points. We show the partitions ds;ars, . . ., dy_, as training
data to each approach.

For the datasets with the ground truth, we leverage the hand-
labeled “dirty” versions citl, e dAt,, of these partitions for the
evaluation. We give both the clean data partition d; and its cor-
rupted counterpart d; to each approach, and let it decide whether
the data batch is of acceptable quality or contains errors. In this
experiment, we use only the datasets with available ground truth
to compare the predictive performance in real-world cases with
unspecified error types, error magnitudes, and real-world tempo-
ral changes in data characteristics.

For each approach, we record two predictions at each times-
tamp f in the interval start <t < n - one label for the partition
d; and for the erroneous counterpart dy respectively. We compute
the ROC AUC score based on the recorded prediction labels and
the ground truth, where d; has the “inlier” label, and oit has the
“outlier” label. We evaluate the automated baseline solutions in
three different settings, where the automated inference is based
on (a) the last, (b) three last, and (c) all previously observed parti-
tions with no further alteration of the derived rules, constraints,
or patterns, to ensure systematic comparison of our approach
in a fully automated mode. With the first two settings (one and
three data partitions), we evaluate whether using only the most
recent data is sufficient for the automated baseline solutions to
learn the state of “acceptable” data quality accurately and fast.
In contrast, the third setting is applied in order to evaluate the
predictive performance of baselines that take the whole training
set into account and include “far-in-the-past” data partitions.



For the given experimental scenario and datasets, we spent
approximately two hours per dataset for data profiling, manual
inspection, and configuration of Deequ and TFDV via program-
ming interfaces. For Deequ, we implemented declarative unit
tests for data. For TFDV, we adjusted thresholds to allow for
particular fractions of previously unseen data and specified data
ranges. We must point out, however, that hand-tuning involved
analysis of the ground-truth clean data. In this way, we simu-
lated a “domain expert” who knows what errors are expected
in the data. In real-world use cases that assume “zero domain
knowledge”, the analysis we conducted might be infeasible.

Results. Figure 2 depicts the comparison of the predictive perfor-
mance of our approach (“Average KNN”, green) against the three
baseline solutions: Tensorflow Data Validation (yellow), Deequ
(blue), and statistical testing (red). The bar charts report predic-
tive performance on the Flights and the FBPosts datasets under
three different training settings. The baselines learn from (a) only
one recently observed data partition (“Last Partition”, left), (b) a
combination of the last three data partitions (“3 Last Partitions”,
center), and (c) all the observed partitions (“All Partitions”, right).
Tensorflow Data Validation and Deequ baselines are evaluated in
both the fully automated mode and in their hand-tuned variant.

The results indicate that our approach outperforms other auto-
mated baseline solutions and reaches the predictive performance
of hand-tuned baselines (ROC AUC score of 95%, whereas the
hand-tuned Deequ solution reaches 100% and 92% on the Flights
and FBPosts datasets, respectively). Other automated solutions
tend to produce false alarms in the majority of cases. We attribute
this to the fact that the automated baseline solutions are “con-
servative” and strict in terms of their chosen constraints, and
thereby produce false alarms in the majority of cases.

Table 3 depicts average execution times for both our approach
and the baselines. It shows that, on average, our approach is at
least one order of magnitude faster than the baseline solutions.
High computational efficiency is associated with the fact that
both the descriptive statistics and the KNN algorithm are easy
to compute and train. Since the Deequ library is built on top
of Spark, this baseline takes more time to check data quality
metrics for small datasets due to the large overhead for parallel
computation. However, we assume that Deequ might be more
efficient on large-scale data, where other baseline solutions would
perform reasonably slower.

Discussion. The errors in the dataset are mostly missing values
or inconsistencies due to data integration (e.g., different datetime
formats for different records). To be precise, 95% of the arrival
and departure time information have an inconsistent date-time
format, with a large fraction of the data missing. Inconsistencies
in the datetime format lead to two problems - either the year
is omitted, in which case several data preprocessing techniques
replace the missing value with the default year 1970, or the day
and month values are swapped as the solution has no means
of distinguishing these values. 63% of the arrival and departure
gates information is inconsistent in the following ways: (1) pres-
ence of explicit and implicit missing values; (2) the missing value
encoding differs (e.g., -, ‘=", ‘Not provided by airline’); or (3) the
information is semantically incomplete (e.g., the ‘Gate 2’ value
is replaced with the value “Terminal 8, Gate 2’, etc.). Since the
cleaned version of the dataset was provided semi-automatically,
most of the records which contained missing values were im-
puted where possible (e.g., by aggregation) or omitted as there
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Table 3: Average execution time (in seconds) for base-
line comparison. We compare our approach (Avg. KNN)
against three baselines (Deequ, Tensorflow Data Valida-
tion, and statistical testing), each of them computed in
three modes, where (a) one last, (b) three last, and (c) all
previously observed partitions are used for training. The
table shows that the average execution time of our ap-
proach is one order of magnitude faster than the baselines.

Candidate ‘ Mode ‘ Flights Data | FBPosts Data | AmazonData
Avg. KNN | - 0.042 +-0.001 | 0.006 +-0.001 | 0.215 +- 0.087
1Last | 0.322+-0.018 | 0.313 +-0.020 | 0.782 +-0.358
Deequ 3 Last | 0.381+-0.026 | 0.329 +-0.022 | 1.560 +- 0.800
All 1.115 +- 0.382 | 0.468 +-0.084 | 6.937 +-5.427
1 Last | 0.141+-0.043 | 0.036 +-0.008 | 6.679 +-3.380
TFDV 3 Last | 0.295+-0.060 | 0.058 +-0.014 | 7.479 +-3.753
All 1.388 +-0.702 | 0.126 +-0.060 | 14.40 +-9.940
1 Last | 0.189 +-0.025 | 0.160 +- 0.035 | 11.30 +- 3.575
STATS 3 Last | 0.194+-0.067 | 0.189 +-0.061 | 20.20 +-6.613
All 0.204 +-0.069 | 0.379 +-0.439 | 105.6 +- 30.80

Table 4: Confusion matrices for the baseline comparison.
Analogous to Table 3, we compare our approach against
three baselines in three different modes. We evaluate
TFDV and Deequ baselines in their fully automated vari-
ant and a hand-tuned variant applying domain expertise.

Flights Data FBPosts Data
Candidate | Mode [TP [FP [FN[IN|[TP [ FP [ FN | IN
Avg. KNN - 30 | O 1 29 [ 52 |0 5 47
1 Last 30 [ O 30 [ O 50 | 2 51 1
Deequ 3Last | 30 | O 28 | 2 52 |0 52 |0
All 30 [ O 22 8 52 |0 52 |0
1 Last 30 [ O 0 30 | 48 | 4 4 48
Deequ
3 Last 30 | O 0 30 | 48 | 4 4 48
Hand-Tuned
All 30 [ O 0 30 | 48 | 4 4 48
1 Last 0 30 | 0 30 | O 52 |0 52
TFDV 3 Last 24 | 6 8 22 0 52 | 0 52
All 28 | 2 23 |7 0 52 |0 52
TFDV 1 iast 21 2 28 | 0 52 |0 52
Hand-Tuned 3 Last 0 30 [ 0 30 [ O 52 |0 52
All 0 30 | 0 30 | 50 | 2 4 48
1 Last 0 30 | 0 30 | O 52 |0 52
STATS 3 Last 0 30 | 0 30 | O 52 |0 52
All 0 30 | 0 30 | O 52 |0 52

were no means to guarantee the correct missing value imputa-
tion scheme. 18% of the categorical attribute ‘contenttype’ have
implicit missing value ‘nan’ or syntactic mismatch in categories
(e.g., a combination of German and English words for ‘article’).
16% of the attribute ‘text’ have the wrong encoding.

Our approach performs well on the given datasets and reaches
aROC AUC score of 95%. Many of the baseline solutions, however,
perform on the level of random guessing. Further analysis reveals
that these baselines label the majority of the data partitions as
erroneous (See Table 4). The reason why the data partitions are
labeled as erroneous is due to the conservative default settings of
the baseline solutions, as they are primarily designed to strictly
detect data quality degradation and have false alarm rates as a
secondary concern. Further analysis indicates that TFDV pre-
sumably detects errors in attributes where we know for certain
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Figure 3: Overview of the predictive performance of our approach on three real-world datasets with synthetically gener-
ated errors under varying error magnitude (X-axis, 1 to 80%). We consider six error types: explicit and implicit missing
values, numeric anomalies, typos in textual attributes, swapped fields for numeric and textual attributes. We observe two
patterns: (a) similar predictive performance regardless of the fraction of errors (flat lines), or (b) gradual growth of the
predictive performance towards bigger error magnitude, with the distinctive, more rapid growth for fractions up to 20%.

that there are no errors present. The ‘Source’ and the ‘Flight’
attributes of the Flights dataset do not contain errors. However,
TFDV detects a violation of data schema as there are previously
unseen values in the new batch, so the attribute domain has
changed. A similar situation holds for the FBPosts dataset, with
one additional type of alert - “non-boolean values” (as FBPosts
contains one boolean attribute).

As for the hand-tuned baselines, Deequ reaches a perfect ROC
AUC score on the Flights dataset and 92% on the FBPosts with
hand-tuned thresholds for the completeness metric. For TFDV,
the ROC AUC score ranges from 50 to 82%. The “min domain
mass” parameter (i.e., a minimal fraction of data records that
have to be included from the inferred data domain) was set to
0 in order to allow for any fraction of previously unseen values
in the data partition. Thresholds for the completeness metric
were set similarly to the Deequ baseline. This finding highlights
that manual data quality monitoring and hand-tuning of existing
solutions with the domain expertise is highly dataset-specific
and tedious.

Note that, for Tensorflow Data Validation in several settings,
the automated variants perform better than the hand-tuned vari-
ant. The reason is that the automated variants are retrained after
a new data partition becomes available, whereas the hand-tuned
variant is specified once on the initial training set (i.e., t1 to tszqrs)-

5.3 Sensitivity to Different Error Types and
Magnitudes

In this experiment, we evaluate whether our approach detects
all error types under varying error magnitudes with the similar
predictive performance or whether there are error types that are
harder to detect than others.

Evaluation scenario. For every dataset d with synthetically
generated ground truth, we fix the error type and the error mag-
nitude for generating corrupted data partitions dy. Other than
that, the evaluation scenario is identical to the one in Section 5.2.

Results. Figure 3 shows line charts that represent predictive
performance of our proposed approach per dataset and error
type, where the x-axes of the plot depict the error magnitude.
We are interested in the relationship between the predictive per-
formance of our approach and the fraction of errors that are
introduced in data partitions. Two distinctive patterns arise in
terms of the curve shapes: (a) flat lines represent similar predic-
tive performance regardless of the fraction of errors, whereas (b)
the curves with gradual growth towards more significant error
magnitudes mean that it is easier to detect degradation in data
quality with greater fractions of the data partition being affected.
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The latter curves capture rapid increase for smaller fractions of 1
to 20%. The relative difference in predictive performance between
the error types varies among the datasets and error magnitudes.
Even though the Drug Review and the Online Retail datasets
show resemblance in terms of the ROC AUC score, the Amazon
dataset exhibits different patterns. For instance, the kNN novelty
detection approach shows constant predictive performance rate
on Amazon’s numeric anomalies but has a “learning curve” for
Drug Reviewor Online Retail.

Discussion. The figure shows that, in general, the predictive
performance differs from one error type to another. We attribute
this behavior to two findings from the experiment’s analysis.
First, some types of errors are, in fact, easier to recognize than
others. That statement holds for the use cases of manual data
quality monitoring that are conducted by domain experts. For
instance, an explicit missing value (e.g., a NULL value) is reason-
ably straightforward to detect even when few data records are
corrupted. Other error types, such as numeric anomalies, can
be detected only in cases where the ranges of acceptable values
are available, or the assumption on data distribution exist [18].
Comparing ROC AUC scores between the error types, error mag-
nitudes, and datasets indicates that predictive performance is
dataset-specific and likely depends on scales and domains of
every data attribute. In the majority of cases, however, missing
values and numeric anomalies can be detected relatively reliably
and result in high ROC AUC scores.

For every error type that we investigate, there are descriptive
statistics that provide better features for classification. For in-
stance, the completeness measure is more descriptive to detect
explicit missing values. Data distribution measures(e.g., mean,
standard deviation, minimum, maximum) are more descriptive
to detect numeric anomalies. However, there is no single metric
that is more descriptive than others for all given error types.

Note that our approach often performs reasonably well in
cases of small error magnitudes (already at 10%), when intro-
duced errors drastically affect the descriptive statistics of a data
partition. Should our approach be insensitive to a specific error
distribution (or particular error types), our approach can be ex-
tended by adding another descriptive statistic that is sensitive to
this error distribution or error type.

Based on Figure 3, typos (brown) appear to be the hardest error
type that we consider in this study. We assume that the index of
peculiarity for textual attributes is a direct proxy for this error.
However, predictive performance on the Drug Review dataset
nearly reaches the level of random guessing, whereas on other
datasets it exhibits a slow learning curve. Further experimental
analysis reveals several differences between textual attributes on



the datasets under investigation. Our approach performs well in
cases where attributes have categorical values with rather low
cardinality and high repetition of values (e.g., country code). It
also performs well on long texts such as reviews and descriptions
with high a likelihood of word repetition within the data batch.
In this case, a typo that is introduced in one word that repeats
itself in the data batch yields high chances for this error to be
detected by our approach, as this word becomes “peculiar” in
the context of the data batch. On the other hand, typos that are
introduced in almost-unique words that belong to a dictionary
of a textual attribute would not be detected as this error replaces
one unique word to another. For several curves that involved
textual attributes, there exists a downward trend at the begin-
ning when the training set is small. It happens due to our design
decision to keep a constant contamination parameter (see Sec-
tion 4, “Modeling Decisions”). In cases of small training sets, the
kNN algorithm learns a broad decision boundary that leads to
false positive results (i.e., where the majority of data points are
considered inliers). Only with the growing training set, the deci-
sion boundary becomes smaller and yields more accurate results.
One preventative measure is to ensure large initial training sets.
When this is not possible, another option is to adaptively select
larger contamination parameters for smaller training sets.

We obtain several findings regarding the relationship between
the predictive performance of our approach and error magni-
tude. In general, we note two patterns in the curve. The first case
is where the ROC AUC score remains approximately constant
across all error magnitudes and does not depend on the fraction
of corrupted records in a data partition. This happens in cases
where a few erroneous records in a data partition are sufficient
to affect descriptive statistics and reliably identify the data parti-
tion as erroneous. The second case is where the ROC AUC score
increases gradually with the growth of the error fraction. In this
case, the reason is that detecting data quality degradation be-
comes easier when more data in the partition are corrupted. One
example is the explicit missing values error type. Note that, for
this example, a clean partition d; might allow for missing values,
so that a simple rule of “100% completeness” is not applicable.
Thus, the higher the difference between the fraction of missing
values in between clean and erroneous data partitions, the higher
is the overall ROC AUC score. Note that the shape of the curve
and the rate of growth are dataset-specific.

5.4 Sensitivity to a Combination of Errors

We also extend the experiment from Section 5.3 to evaluate the
sensitivity of our approach to scenarios where a combination of
two different error types occurs in the same data partition.

Evaluation scenario. For every dataset d with synthetically
generated ground truth, we fix the error magnitude to 50% for
generating corrupted data partitions dy. We choose an attribute
Ap, of every data partition d; and apply a pair of error types
(if suitable for the attribute’s data type). We use all pairwise
combinations of error types under investigation. Other than that,
the evaluation scenario is identical to the one in Section 5.2. Note
that, as we sample the values-to-corrupt uniformly, there is an
overlap in selected cells of a data partition d; for the first and the
second error type of the pair (~ 40%). For the overlapping values,
the second error type overrides the changes made by the first
type, resulting in approximate distribution of corrupted values
to be 20% of the data partition and 30% respectively. In the case
when the union of changes provided by each error type exceeds
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50% of the data partition, we uniformly sample changes from
the union to ensure total error magnitude of 50%. We compare
the predictive performance of our approach to the respective
performance when only one of the error types is applied.

Results. For every attribute of every dataset and every applied
pair of error types under investigation, we computed three ROC
AUC scores: the one where only the first error type is applied
to corrupt the data, the one where only the second error type is
applied, and one for a combination of applied error types. For
all computed scores, we report the mean squared error of 0.028
between the ROC AUC score on a combination of error types
and the maximum of ROC AUC scores where only one of the
two error types is applied.

Discussion. The results indicate that the predictive performance
of our approach in the case when two error types are combined
is, on average, close to the performance on a single error type,
the “easiest to detect” of the two, taking into account reduced
error magnitudes (i.e., when errors corrupt 20-30% of the data
partition separately, adding up to a total error magnitude of 50%).
We generalize this observation to a combination of more than
two error types that corrupt a data partition together.

5.5 Detection Quality over Time

In this experiment, we evaluate the detection quality of our
approach over time. The motivation behind this experiment is
twofold: (a) the size of the training set for the novelty detection
algorithm grows continuously, which might gradually improve
predictive performance, and (b) data characteristics are volatile
and can change over time, which might lead to the occasional
degradation of predictive performance.

Evaluation scenario. For every dataset d with synthetic errors,
we fix the error type for generating corrupted data partitions dy.
We compute two labels for every daily-ingested data partition,
one for the clean variant and one for the corrupted counterpart.
When we visualize ROC AUC scores over time, we aggregate
these labels on a monthly basis and plot line charts with months
as X-axes. Other than that, we leverage a setup that is identical
to previous experiments.

Results. Figure 4 depicts the line charts that represent changes
in the predictive performance of our approach over time, where
the x-axis is the monthly time window (for clarity reasons, it
is shown by year in the “Drug Review” graph). Two distinctive
patterns arise in terms of the curve shape: (a) flat lines repre-
sent approximately constant predictive performance, whereas
(b) curves with the gradual increase indicate improvements over
time and, respectively, with the growing size of the training set
(see Drug Review). The latter examples converge to a stable rate
and further resemble the behavior of approximately constant
predictive performance.

Discussion. The results indicate how the predictive performance
of our approach changes over time, with the corresponding
growth of the training set for the novelty detection algorithm to
learn from. Similar to the previous section, we see two patterns.
First, in most of the cases, the average prediction performance
does not change significantly over time. This finding might be
counter-intuitive at first, as we usually assume that an ML-based
algorithm tends to perform better with more data points to train
from. The reason for the approximately constant ROC AUC score
is that data points that represent erroneous data partitions are
likely to be far from the decision boundaries learned by the kNN
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Figure 4: Predictive performance of our approach over time (X-axis). The figure depicts line charts that represent the
ROC AUC score for every dataset with the ground truth, per error type over time. Various magnitudes of errors and data
attributes are aggregated. The results show that, in the majority of cases, the predictive performance does not improve
significantly over time with the growth of the size of the training set. Several cases (Retail, swapped fields and numerical
outliers) demonstrate an initial increase of the ROC AUC score, followed by convergence to a stable rate over time. Note
that, for the Amazon dataset, line charts that depict missing values, numeric anomalies, and swapped fields error types

overlap and are represented by one line (red).

algorithm. These far-off data points (i.e., outliers) are likely to
be detected reliably even under the limited size of the training
set and, therefore, lead to the stable predictive performance of
the kNN novelty detection approach. The second pattern is a
gradual increase in the predictive performance in the beginning
until we converge to a stable performance rate. Examples are
explicit missing values and swapped textual fields for the Drug
Review dataset. We attribute this pattern to the insufficient size
of the training set to learn the decision boundaries that lead to
reliable predictions. We assume that the stage of gradual increase
in predictive performance corresponds to the “learning process”
of the approach to derive accurate decision boundaries with clear
benefits of accumulating more data points to the training set.
After convergence, re-training of the approach is necessary to
self-adapt to temporal changes in data.

The importance of batch frequency. Preliminary experiments
show that, when choosing between daily, weekly, and monthly
ingestion frequencies, daily ingestion of data led to relatively
higher predictive performance. We associate this phenomenon
with larger sizes of the training set.

6 RELATED WORK

We distinguish two lines of research that address related data
management issues at different angles - error detection for data
cleaning [1, 27, 36, 40, 47] and data quality validation [3, 20, 43].

Error detection for data cleaning. The goal of error detection
mechanisms is to find the exact data records and attributes that
contain errors. Abedjan et al. [1] consider four different cate-
gories of error detection solutions: (a) rule violation, (b) pattern
violation, (c) outlier detection, or (d) duplicate conflict resolution
based systems. Some of the algorithms require rules or patterns
to be specified by the end-user. Outlier detection based meth-
ods require clean data to be present in order to “learn” what the
inliers are and then decide whether particular records deviate
from the expected behavior. Our approach follows similar ideas
but constructs feature vectors based on the corresponding data
quality metrics that are computed over the data partition instead
of relying on the raw data itself. This leads to feature vectors of
low dimensionality, fast model training, and guarantees numeric
representation of feature vectors. The last category, duplicate
conflict resolution systems, handles the specific case of duplicate
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entities in the data, and does not cover other types of errors. Com-
pared to the existing error detection algorithms, our approach
can detect unspecified error types and does not require domain
expertise in terms of rules, patterns, or labeled examples.

Data validation. These methods aim to make a decision whether
the data is valid w.r.t. particular assumptions. Tensorflow Data
Validation [6] models the state of acceptable data quality with
the user-defined data schema - attribute names, data domains,
various constraints (e.g., on data distribution, uniqueness, spar-
sity, etc.). It, then, tests new data against the specified constraints
and raises alerts upon schema violation. To assist the end-user,
initial data schema can be inferred automatically by analyzing
reference data (i.e., an “acceptable” data sample). As stated by
the authors, schema refinement by domain experts is required to
guarantee the performance of the library, and the schema infer-
ence functionality is provided as an aid, not a replacement of the
domain expert. Data linter [20], on the contrary, validates data
against data lints - deviations from accepted practices of data
analysis (analogous to code lints - snippets of code that depict
deviation from best practices in software engineering). The lints
are predefined by the developers of the tool yet are extensible
in case customized practices are in place. Another example is
the Deequ library for automating the verification of data quality
at scale [42], which proposes unit tests for data - a declarative
specification of integrity constraints, such as completeness, con-
sistency, syntactic and semantic accuracy, which the end-user
needs to specify. Schelter et al. [42] also introduce functional-
ity for automated constraint suggestion based on data profiles
(collected descriptive statistics on data attributes). However, this
method requires the presence of reference data - a sample of the
data population that is considered to be of acceptable quality
and is designed to generate suggestions that are validated by a
domain expert. The Metanome platform [36] is a tool for data
profiling that incorporates numerous algorithms for the detection
of functional, order, or inclusion dependencies, as well as cardi-
nality estimation. This method is not a data validation solution as
such, but allows to automatically discover patterns from data that
later could be used as rules for data quality. Metanome requires
“acceptable” data samples to be present for reliable mining of the
data quality patterns. As the main purpose of Metanome is data
profiling and not directly data quality validation, this framework
requires additional rules for detection of data quality issues and
cannot be used directly as a data quality validation tool [10].



To summarize, existing approaches require domain knowl-
edge to define rules, denial constraints, patterns, configuration
of error detection solutions [1, 27], integrity constraints, data
unit tests [42], error generators [39], data schema [6], or data
lints [20]. Automation tools exist for data profiling, constraint
suggestion, schema inference, or error detection. These solutions
assume a domain expert in the loop. Our approach, in contrast,
does not require any domain knowledge specified explicitly for
common error types. In contrast to existing solutions, it is in-
spired by the work of Bleifuf} et al. [4] on exploring changes in
dynamic data, Ehrlinger et al. [10] on automating data quality
validation, and Ioannou et al. [21] on generating benchmark data.
Finally, as our experimental analysis indicates, few automated
solutions for data quality validation appear to be particularly
“conservative” and produce false alarms in the majority of cases.

7 CONCLUSION & FUTURE WORK

Data quality validation is crucial for large-scale production pipelines.

Challenging cases are the ones where domain expertise is incom-
plete and data changes over time. We showed that collecting
simple descriptive statistics over the data and analyzing them
with novelty detection methods makes it possible to distinguish
critical errors in data. In contrast to existing solutions, our ap-
proach does not require domain experts to define rules or labeled
examples, and self-adapts to temporal changes in the data char-
acteristics. We evaluated our approach against existing baselines
on five real-world datasets with real and synthetically generated
errors. We found that our approach detects the unspecified er-
rors in many cases under varying error magnitudes, outperforms
other automated solutions in terms of predictive performance,
and reaches the ROC AUC score of baselines that are hand-tuned
with domain expertise.

In future work, we plan to investigate more exotic types of er-
rors and intend to look deeper into specific types of errors that are
hard to capture by common data quality metrics, e.g., errors that
are a deterministic function of the inputs (like accidentally chang-
ing the encoding). As there exist few real-world datasets that are
available for evaluation purposes in data quality validation on
dynamic data, we also intend to provide a set of benchmarking
datasets. These datasets should contain a wide range of error
types and patterns of temporal changes in data characteristics.
This will enable research on controlling the false alarm rates for
novelty detection algorithms in data quality validation settings.
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ABSTRACT

In this paper, we investigate the efficient computation of the
provenance of rich queries over graph databases. We show that
semiring-based provenance annotations enrich the expressive-
ness of routing queries over graphs. Several algorithms have pre-
viously been proposed for provenance computation over graphs,
each yielding a trade-off between time complexity and gener-
ality. Here, we address the limitations of these algorithms and
propose a new one, partially bridging a complexity and expres-
siveness gap and adding to the algorithmic toolkit for solving this
problem. Importantly, we provide a comprehensive taxonomy
of semirings and corresponding algorithms, establishing which
practical approaches are needed in different cases. We implement
and comprehensively evaluate several practical applications of
the problem (e.g., shortest distances, top-k shortest distances,
Boolean or integer path features), each corresponding to a spe-
cific semiring and algorithm, that depends on the properties of
the semiring. On several real-world and synthetic graph datasets,
we show that the algorithms we propose exhibit large practical
benefits for processing rich graph queries.

1 INTRODUCTION

Graph databases [32] are part of the so-called NoSQL DBMS
ecosystem, in which the information is not organized by strictly
following the relational model. The structure of graph databases
is well-suited to representing some types of relationships within
the data, and their potential for distribution makes them ap-
pealing for applications requiring large-scale data storage and
massively parallel data processing. Natural example applications
of such database systems are social network analysis [13] or the
storage and querying of the Semantic Web [5].

Graph databases can be queried using several general-purpose
navigational query languages, an abstraction of which is regu-
lar path queries (RPQs) [6] (or generalizations thereof, such as
C2RPQs) on paths in the graph. Recently, based on existing solu-
tions to querying property graphs — such as Neo4j’s Cypher [17]
query language or Oracle’s PGQL [38] — an upcoming interna-
tional standard language for property graph querying, GQL [22],
is being designed as a standalone language complementing SQL.
GQL will notably incorporate support for RPQs.

In parallel with these recent developments, the notion of
provenance of a query result [34], a familiar notion in relational
databases, has recently been adapted to the context of graph
databases [31], using the framework of provenance semirings [18].
In this framework, edges of a graph are annotated, in addition to
usual properties, with elements of a semiring; when evaluating
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h < 2.10, charging station

O

h <210

Figure 1: Example road network represented by a graph
with provenance annotations along two dimensions: max-
imum height A (as a positive number) a vehicle must have
to use the road segment, and a Boolean indicating the pres-
ence of an electrical charging station. When a dimension
is not mentioned, the annotations are assumed to be, re-
spectively, h < co and —(charging station).

a query, traversing the paths on the graph can generate new
annotations depending on the semiring operators, resulting in
a semiring value associated with every query result, called the
provenance of the query result. By choosing different semirings,
different information on the query result can be computed. For
example, when edges are annotated with elements of the tropical
semiring (nonnegative real numbers) expressing the distance be-
tween vertices, the provenance of the query result computes the
shortest distance of paths that produce this result; when edges
are annotated with elements of the counting semiring (natural
integers) interpreted as multiplicity, the provenance of the query
result computes the (possibly infinite in case of cycles) number
of ways each query result can be obtained. Underlying properties
of the semiring directly control how the information on graph
edges is encoded, and also how efficient algorithms for query
processing are.

Beyond these simple examples of semirings, the framework of
semiring provenance also allows modeling of intricate issues, e.g.,
when the problem of interest can be decomposed into several sub-
problems and when the resulting provenance does not necessarily
correspond to a particular path in the graph.

Example 1.1. Consider the example of a road transportation
network modeled as a directed graph with provenance anno-
tations on edges. We can for example encode the presence of
points of interests (such as gas stations, restaurants, or electrical
charging stations) as Boolean features on edges, and road prop-
erties (e.g., maximal height or weight for a bridge or tunnel) as
real-valued features.

We will show that, using semiring provenance, we can deal
with graph queries that take into account multiple such features:
a pair of vertices is valid for the queries if there exists at least
one valid path for each restriction between the two locations.
An application of this would be to ensure that different vehicle
categories (say, a high-clearance truck and an electric car that
requires charging on the way) can properly reach a common
destination from the same origin.

10.5441/002/edbt.2021.08
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Another possible semantics for semiring provenance is to
check that all paths between two vertices verify (or exclude) some
properties (e.g., absence of tolls, or presence of gas stations on
the route) thus providing road administrators crucial information
on the global state of the roads between two points.

This is illustrated in Figure 1, a road network where some road
segments have restrictions on the height on vehicles; this is a
first dimension of provenance. The second dimension records
whether there exists an electrical charging station on the road
segment — in our example, this is the case for only one edge.

In our previous preliminary research [31], we generalized
three existing algorithms from a broad range of the computer
science literature to compute the provenance of regular path
queries over graph databases, in the framework of provenance
semirings. Together, these three generalizations cover a large
class of semirings used for provenance, each yielding a trade-
off between time complexity and generality. We also performed
experiments suggesting these approaches are complementary
and practical for various kinds of provenance indications, even
on a relatively large transport network.

In this paper, we extend this work by:

e Introducing a novel algorithm, MULTIDIJKSTRA, for com-
mutative 0-closed (or absorptive) semirings. This algorithm,
generalizing Dijkstra’s algorithm and leveraging prop-
erties of distributive lattices, partially bridges a strong
computational gap between two classes of semirings left
untreated in our previous research. The complexity of the
queries exemplified here belongs in this gap, and strongly
motivated our interest to develop the algorithms in this pa-
per. The experiments we performed demonstrate that our
new algorithm can scale up to very large networks with
dozens of millions of nodes, bringing a notable improve-
ment with respect to the state of the art of provenance
computation in graph databases.

e Establishing a precise summary, in the form of a taxonomy,
of the algorithms used in our context, along with their
complexities and expected properties of the underlying
semirings used for the provenance annotations. We also
analyze similarities with classes of semirings which are
used either for computing provenance of relational algebra
queries [19] or of Datalog programs [11].

e Performing a comprehensive set of experiments on real-
world data demonstrating the running time of provenance
computation over graphs, over a wide variety of semirings
and covering different use cases. We also observe that pa-
rameters depending on the topology of the graph, such as
treewidth [27] seem to have a higher impact on the effi-
ciency of the algorithm than distance-based parameters
such as the highway dimension [4]. The implementation of
all algorithms we use for these experiments is freely avail-
able at https://bitbucket.org/smaniu/graph-provenance/
src/master/.

The paper is organized as follows. We start by introducing
in Section 2 some preliminaries: graph databases enhanced by
provenance annotations, a short overview of the algebraic theory
of semirings, and an explanation on which semiring can be used
for provenance annotations in a few selected practical applica-
tions. We revisit in Section 3 the algorithms we proposed in [31]
and discuss their limitations. Section 4 is a taxonomy summa-
rizing classes of semirings and associated algorithms for graph
provenance. In Section 5, we introduce MULTIDIJKSTRA and the
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mathematical theory behind distributive lattices, which MurTI-
D1jKSTRA relies on. We present experimental results comparing
all algorithms in practice in Section 6 before discussing related
work in Section 7.

2 PRELIMINARIES

The framework we are considering is that of graph databases
enriched with semiring-based provenance annotations. We detail
here the notation and definitions we previously introduced in [31]
and extend it with some additional concepts. We also introduce
a large number of example semirings, to illustrate the generality
of the problem considered.

2.1 Semirings

The framework for provenance in relational databases introduced
by [18] uses the algebraic structure of semirings to encode meta-
information about tuples and query results. In what follows,
we present the basic notions needed for this paper; for further
details about the theory and applications of semirings, see [20]
and [18, 34] for their applications to provenance.

Definition 2.1 (Semiring). A semiring is an algebraic structure
(K, ®, ®,0, 1) where K is some set, ® and ® are binary operators
over [, and 0 and 1 are elements of K, satisfying the following
axioms:

e (K, &,0) is a commutative monoid: (a®b)®c = a® (bdc),
adb=bda,ad0=0®a=a;

o (K,®,1)isa monoid: (a®b)®c=a® (b®c),1®a=
a®1=a;

o @ distributes over ®:a® (b®c) = (a®b) ® (a®c);

e 0 is annihilator for ®: 0 ®a=a®0=0.

Example 2.2. 1t is easy to check that the following structures
are all semirings:
Tropical semiring. (R* U {co}, min, +, 0, 0).
Top-k semiring. For k > 1 some integer,

((R* U {co})k, mink, +¥, (o0, ..., ), (0, 00, . . ., 0)),
where

mink((al, ey ak), (b], ey bk)) = mink{al, cees Qs b], ey bk}

returns the k smallest entries (with duplicates) among
those in a and b, in increasing order, and

(ar,...,a5) +K (b1,....bx) =min*{a; +b; | 1 <i,j < k}.

We further impose that only tuples that are in increasing
order are valid elements of the semiring. Note that the
top-1 semiring is the same as the tropical semiring.
Example:Fork = 2, (1,2)®(1,3) = min®{1,1,2,3} = (1,1)
and (1,2) ® (1,3) = min®{1+1,1+3,2+ 1,2+ 3} = (2,3).
Counting semiring. (N U {co}, +,X,0,1), where

Va € N*

a+00=agXxXo0=00Xag=0o

and 0 + 00 = 00, but 0 X 0o = 00 X 0 = 0.
Boolean semiring. ({1, T}, V,A, L, T), where L (resp, T)
is interpreted as the Boolean false (resp., true) value.
k-feature semiring. For k > 1 some integer,

((R+)k, min, max, (0, 00, ), (0,0, 0))

where min and max are applied pointwise; it also exists
in dual form, with min and max exchanged.



Integer polynomial semiring. (N[X],+, X,0,1) where X
is a finite set of variables, and +, X, 0, 1 have their standard
interpretations as polynomial operators and polynomial
values.

Shortest-path semiring.

((RT U {o0}) X 2", @, 8, (o0, ¢), (0,¢))

with the following operators @ and ®:

e (d,m) ® (d',n’) = (min(d,d"), n’") where 7'’ is & if
d<d,n"ifd > d’, and min(rx, n’) (in lexicographic
order, assuming some order on ) if d = d’;

e (dm)®(d,n’) = (d+d’, m-n) if neither d nor d’ is oo;
and (d, 7) ® (d’, ’) = (0, ¢) if either d or d’ is co.

As we shall see further, these examples all yield useful appli-
cations for provenance over graphs.

We now consider properties of semirings that will be of interest
to develop specific algorithms — we will illustrate these properties
on the example semirings of Example 2.2. Some of the properties
are summarized in Figure 2; ignore annotations for algorithms
in blue for now.

A semiring is commutative if for all a,b €e K, a® b = b ® a.
A semiring is idempotent if for alla € K, a® a = a.In an
idempotent semiring we can introduce a natural order defined by
a C b iff it exists ¢ € K such that a ® ¢ = b.! Note that this order
is compatible with the two binary operations of the semiring: for
alla,b,ce K,aC bimpliesa®cCbdcanda®cC b®c. An
important property that we wish to use in our setting is that of
k-closedness [29], i.e., a semiring is k-closed if:

k+1 k

Va € K, @ai = EBai.
i=0 i=0

Here, by a’ we denote the repeated application of the ® operation

i times, ie,al =a®a®--- ® a. 0-closed semirings (i.e., those
R ——

in which Va € K, 1 & al: 1) have also been called absorptive,

bounded, or simple depending on the literature. Note that any

0-closed semiring is idempotent (indeed, a®a=a® (1® 1) =

a ® 1 = a) and therefore admits a natural order.

Example 2.3. All semirings in Example 2.2 are commutative
except for the shortest-path semiring (indeed, concatenation is
not a commutative operation).

All of them are idempotent, except for the top-k, counting,
and integer polynomial semirings.

The natural order of the tropical semiring is the total order >
(note that this is the reverse of the standard order on R* U {co}).

The tropical, Boolean, k-feature, and shortest-path semirings
are 0-closed. The top-k semiring is (k — 1)-closed. The counting
and integer polynomial semirings are not k-closed for any k.

Star semirings [14], also known as closed semirings, extend
semirings with a unary * operator, having the following property:
a" =16 (a®a*) =16 (a* ®a). Note that, in 0-closed semirings,
we necessarily have a* = 1. Similarly, in k-closed semirings, we
can define a* = @éc:o a.

Example 2.4. As just mentioned, since the tropical, Boolean,
k-feature, and shortest-path semirings are all 0-closed, we can
simply define in all of them a* = 1. Since the top-k semiring is

(k — 1)-closed, we can define a* with the formula a* = @f:o a.

!In general semirings, this defines a preorder; antisymmetry of this relation can be
shown when the semiring is idempotent.
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In the counting semiring we can introduce a star operator
with: 0" = 1 and a* = co for a # 0.

It is not possible to simply add a star operator to the integer
polynomial semiring (indeed, if the equation x* = 1+ (xxx™) had
a solution x* as a polynomial in x, its degree would be different
on the left- and right-hand sides of the equation). However, one
can define a more general semiring, that of formal power series, in
which a star operator can be defined. See [18] for details on the
semiring of formal power series, which are not important here.

We will later use the fact that a 0-closed semiring which is
also multiplicatively idempotent (i.e., in which a ® a = a for every
a) turns out to satisfy the axioms of bounded distributive lattices
[8, Theorem 10].

Example 2.5. The only 0-closed semirings that are multiplica-
tively idempotent from Example 2.2 are the Boolean and k-feature
semirings.

2.2 Graph databases with provenance

We now introduce the notion of provenance in graph databases.

Definition 2.6 (Graph Database). A graph database with prove-
nance indication (V, E, A, w) over some semiring (K, ®,®,0, 1) is
an edge-labeled directed graph (V, E, 1) together with a weight
functionw : E — K.

Given an edge e = (u,v) € E, we denote n[e] = u its destina-
tion (or next) vertex, and p[e] = v its origin (or previous vertex).
By analogy we write its weight w[e] instead of w(e). Given a
vertex v € V, we denote by E[v] the set of edges having v as
origin.

A path 7w = ejey - - - ¢ in G is an element of E* with consecu-
tive edges: n[e;] = pleit1] fori =1,...,k — 1. We extend n and p
to paths by setting p[x] = plei1], and n[x] = n[ex]. A cycle
is a path starting and ending at the same vertex: n[c] = p[c].
The weight function w can also be extended to paths by defining
the weight of a path as the result of the ®-multiplication of the
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weights of its constituent edges: w[z] = (X) w[e;]; this can in

i=1
fact be extended to any finite set of paths by w[{my,...,m,}] =
@?:1 w7;]. For any two vertices x and y of a graph G, we denote
by Pxy(G) the set of paths from x to y.

Definition 2.7 (Path Provenance). Let G be a graph database
with provenance indication over some semiring K. The prove-
nance between x and y, for x and y two vertices of G is defined
as the (possibly infinite) sum:

provi (G)(x,y) == w [ny(G)] = wlrx].
7€Pxy (G)

Several problems can be defined based on this. Given two
vertices s and ¢, the single-pair provenance problem computes
the provenance between s and t. Given a vertex s, the single-
source provenance problem computes the provenance between
s and each vertex of the graph. Finally, the all-pairs provenance
problem computes the provenance for all pairs of vertices.

A regular path query (RPQ) [6] defines a set of admissible paths
from some vertex s through a regular language over edge labels.
The notion of single-source provenance can be generalized to that
of RPQ provenance in a straightforward manner, as we did in [31].
We also showed in [31] that computing such a provenance could
be reduced in polynomial time to the single-source provenance
problem; this works by constructing a product of the graph with



the automaton describing the language of the query. Note that
this construction can be done on-the-fly (avoiding generation of
inaccessible vertices) and that the size of the automaton is usually
quite small; thus, the overhead is usually affordable oven for large
graphs as showed experimentally in [31]. We will implicitly use
this reduction throughout the paper, meaning that we only need
to consider the single-source provenance problem in the rest of
the paper. Consequently, we will also ignore edge labels and see
a graph database as defined by its vertices, edges, and semiring
weights.

2.3 Semantics of path provenance

As defined, the provenance between two vertices in a graph data-
base is in fact a (possibly infinite) sum over the provenances of all
paths from the source vertex leading to the target vertex. As we
observed in [30], the only possible source of non-finiteness in the
sum is due to cycles in the graph, so that we only need to be able
to sum all the powers of a given semiring value. For this to be se-
mantically meaningful we need the semiring to be a star semiring,
and we additionally need the star operator to verify for all semir-
ing element a: a* = P, a” for some well-behaved infinitary
sum operation €P (namely, associativity, and distributivity of ®
over this infinitary sum operator). This class of semirings is com-
monly known as countably complete star semirings, c-complete
star semirings [24], or w-complete star semirings.

Example 2.8. All star semirings identified in Example 2.4 are,
indeed, c-complete star semirings. Note that, for k-closed semir-
ings, the infinitary sum @, a" is simply @ﬁ:o a", and the
condition of being a c-complete star semiring is trivially satisfied
by our choice of star operator. In the remaining cases (counting
semiring, formal power series, formal language semiring) one
can verify that a well-behaved infinitary sum operation can be
introduced, and that it verifies a* = @:;0 a.

We also pointed out in [30] that all-pairs graph provenance
is equivalent to the computation of the asteration of the matrix
corresponding to the graph representation with provenance tags
as cell-values. With all these definitions in place, we observe
that the semantics of provenance over specific semirings actually
corresponds to a various number of problems of interest. Remem-
ber that using the construction of [31] we can extend this to the
provenance of arbitrary RPQs.

Example 2.9. Let G be a graph database over some c-complete
star semiring K, and s and ¢ fixed source and target vertices in G.
The provenance between s and t corresponds to the following
notions, depending on the semiring K:

Tropical semiring: length of shortest path between s and t.

Top-k semiring: lengths of k shortest paths between s and t.

Counting semiring: total number of paths between s and ¢,
edge weights being interpreted as number of edges be-
tween two vertices.

Boolean semiring: existence of a path between s and ¢,
depending on the existence of edges denoted by their
Boolean weights.

k-feature semiring: minimum feature value along each di-
mension of all paths between s and ¢; if min and max are
exchanged, maximum feature value along some path from
stot.

Formal power series: how-provenance, see [18].

Shortest-path semiring: pair formed of alength [ and path
label 7 such that x is the shortest path from s to ¢, of
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length [ (if there are multiple shortest paths, 7 is the first
in lexicographic order).

Example 2.10. Let us return to the example in Figure 1. We
model the charging station Boolean feature as an integer feature
by simply setting T = 1 and L = 0. We take the (max, min) defi-
nition of the k-feature semiring where we compute the maximum
value of each feature among some path from origin to destination,
and we order heights in decreasing order (e.g., by taking their
inverse) so that a higher feature value means a (more restrictive)
lower height.

Consider two types of vehicles of interest that want to reach
the vertex t from the vertex s: one has height between 3 and 4
meters, the second is a small (h < 1.5) electric car that needs
at least one charging station on the road to t. In the presence
of the edge from u to v, both of them can reach t from s; with-
out that edge, only the electric car is able to. This is reflected
in the provenance: prov(G)(s,t) = (4, charging station) while
prov(G\{(u,v)})(s,t) = (2.10, charging station).

3 EXISTING ALGORITHMS

We now provide a review of three algorithms to solve the single-
source provenance problem, also previously described in [31].
Each of these algorithms yields a different trade-off between time
complexity and applicability to various types of semirings, as
summarized in Table 1.

Algorithm 1 DijksTRA - single-source

Input: (G = (V,E, w),s) a graph database with provenance in-
dication over K and the source s.
Output: Array w representing the single-source provenance
from s of the reachability query.
1: S0
2 wla] < 0,YaeV
3 wis] « 1
4: while S # V do
5. Select a ¢ S with minimal w|[a]
6: S« SU{a}
7. for each neighbor b of anotin S do
8 w[b] = w[b] & (w[a] ® w[ab])
9: end for
end while
1: return w

—
@ 0

DpksTrA. Dijskstra’s algorithm is generally used to solve
shortest-distance problems in directed graphs. However, as shown
also in [31], the algorithm readily generalizes to our semiring
context, by placing some restrictions on the semirings used. For
instance, the tropical semiring is exactly the semiring that allows
to compute the shortest distance, as in the original algorithm.
The general flow of the algorithm - using general semiring op-
erations — is outlined in Algorithm 1, and Table 1 indicates its
running time (in terms of the graph size and the costs of the
semiring operations @ and ®). Dijkstra’s algorithm is known to
be a very efficient algorithm. However, this efficiency comes from
the fact that it uses a priority queue: once a value is extracted
from it, we know that it is the correct one - this allows us to only
visit each vertex in the graph once. This only works if we apply
D1jKSTRA to semirings which are 0-closed (or absorptive) and in
which an additional condition is satisfied: the natural order is a
total order [31].

As we shall discuss later, there is a large complexity gap be-
tween DIJKSTRA on the one hand and the other two algorithms



Table 1: Required semiring properties and asymptotic complexity for each studied algorithm, where T, is the complexity
of the elementary semiring operation .. The last column assumes constant cost for all semiring operations.

Name Semiring property Time complexity (with semiring op.) Time complexity
MATRIXASTERATION  star O(|VITs + |V*(Te + Tg)) o(|v|?)
NODEELIMINATION ~ c-complete star O(|VITs + |V*(Te + Tg)) o([v|?)

MOHRI k-closed Exponential Exponential
MULTIDIJKSTRA 0-closed ®-idempotent O (£ X (Tg|V|log|V|+ |E| (Te + Tg))) Ot x (|V|log|V| +|E|))
DIJKSTRA 0-closed total ordered  O(Tg|V|log|V|+ |E|(Te + Tg)) O(|V|log|V|+ |E])

we discuss in this section — NODEELIMINATION and MOHRI —
on the other. This is the main motivation to introduce the new
algorithm we present in Section 5.

Algorithm 2 MoHRI - single-source [29]

Input: (G = (V,E, w),s) a graph database with provenance in-
dication over K and the source s.

Output: Array w representing the single-source provenance
from s of the reachability query.

1: forie{1,...,|0Q|} do

2 wli] «r[i] <0

3: end for

4 wis] «r[s] <1

5. S «— {s}

6: while S # 0 do

7. q < head(S)

8:  dequeue(S)

5 1 —rlg]

10 r[g] <0

11:  for each e € E[q] do

12: if w[nle]] # wln[e]] ® (r' ® w[e]) then
13: wln[e]] « w[nle]] & (r' ® w[e])
14: r(nle]] « rin[e]l]l ® (r' ® wle])
15: if n[e] ¢ S then

16: enqueue(S, nle])

17: end if

18: end if

19:  end for
20: end while
21: w[s] « 1
22: return w

Momnrr. Mohri [29] introduced an algorithm for computing
single-source provenance for reachability queries over k-closed
semirings. Outlined in Algorithm 2, it performs, in a manner
similar to the Bellman-Ford algorithm, step-by-step relaxations
over the edges of the graph (lines 13-14), maintaining a queue to
decide in which order the elements are inspected. The queue can
be chosen in different ways: based on the topology of the graph,
e.g., if the graph is acyclic; or a queue prioritized by weight when,
e.g., one wishes to compute top-k shortest paths using the top-k
semiring.

In the worst case, the theoretical complexity of this approach
is exponential in the size of the graph [29], mainly due to the fact
that the algorithm may have to visit the same cycle in the graph
multiple times. However, the complexity heavily depends on the
implementation of the queue. For instance, for top-k shortest
paths, implementing a priority queue allows for an efficient algo-
rithm, having polynomial complexity. Indeed, as we shall detail
later, for road transportation networks and top-k shortest paths,
experiments show an almost linear-time behavior in k and the
size of the graph.

77

In contrast, the algorithm may be much more inefficient in
practice for other types of networks (such as social networks). As
we conjecture in Section 6, this may be due to the fact that trans-
port networks have relatively low treewidth [27]. The treewidth
is a parameter measuring how much a graph (or more gener-
ally any relational instance) resembles a tree. Many intractable
problems over graphs have tractable solutions on instances of
fixed treewidth. We confirm in Section 6 that many of the algo-
rithms for provenance computation strongly benefit - in terms
of running time - from low treewidth.

Another important graph parameter — stemming from the
active research community around computing routing for, e.g,
driving directions - the highway dimension [4] has been intro-
duced to provide a theoretical basis for the efficiency observed
in practice in state-of-the-art heuristics for computing optimal
transport paths. This parameter relies heavily on weights on the
edges of the graphs and the distribution of shortest distances in
the graph. In our experiments in Section 6, we evaluate whether
this parameter also explains the practical efficiency of our algo-
rithms for computing the provenance of routing queries.

Algorithm 3 NoDEELIMINATION - single-pair

Input: (G = (V,E, w),s,t) a graph database with provenance
indication over K, the source s, and the target ¢.

Output: Single value wy s representing the single-pair prove-
nance between s and t of the reachability query.

1V «—Vu{sdt'}
2 B — EU{(s,s),(t,t')}
3. fori € V' do
4 forjeV’ do
0 wij] ifi# j,
> Wz(j)<_{ 1@ wlij] ifi=j
6: end for
7: end for
8: for kin V do
9:  for each (p,q) s.t. (p,k), (k,q) € E’ do
10: Wpg < Wpq © (wpk Wy, ® wkq)

11:  end for
12: end for
3: return wgy

-

NoODEELIMINATION. The most general algorithm available is
based on the idea of Brzozowski and McCluskey for obtaining a
formal language expression (i.e., a regular expression) equivalent
to the language of an automaton [9]. The algorithm is outlined
in Algorithm 3. The algorithm works by eliminating vertices one
by one and computing the “shortcut” values for each vertex pair,
until only the source and target vertices remain. This algorithm
works for any c-complete semiring over which a star operation
is defined — this is necessary for the shortcuts computed in the
algorithm to be correct.
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Figure 2: Taxonomy of the semirings used for graph provenance along with algorithms that work on them

In general, the complexity of the algorithm is at least cubic in
the number of vertices in the graph, which makes it practically
unusable on large graphs. Importantly, however, it also can be
shown that its complexity is closely related to the treewidth pa-
rameter of the graph. Following a simplicial elimination order
(unfortunately not tractable to compute) one can rephrase the
complexity shown in Table 1 in terms of the treewidth parame-
ter w by O(|V|Ts + [V|w?(Tg + Tg)). Thus, if the treewidth is
small over, e.g., transportation networks, one can benefit from
heuristics for finding a suitable elimination order to optimize this
algorithm. We dedicate a part of our experiments demonstrating
the impact of some heuristics (for instance, focusing on vertices
of higher degrees) on the running time of this algorithm.

Related algorithms. Star semirings are also known as closed
semirings [2] and the star operation is known as the closure
operation. In this sense, all-pair computations correspond to
matrix asteration. For instance, the NODEELIMINATION algorithm
can be used to compute the asteration [2] of a matrix - but, if the
semiring is not c-complete, there is no guarantee of a semantics
compatible with the intuitive semantics of provenance over graph
databases. Matrix asteration allows for a high degree of parallel
computation [1].

4 TAXONOMY

We present in Figure 2 a high-level view linking the properties
and classes of semiring we presented in Section 2 and their as-
sociated algorithms, presented in Sections 3 and 5. The figure
shows a clear hierarchy of classes of semirings, both in terms of
the complexity of the algorithm and the expressive power of the
semirings.

An important practical application that is similar to our setting
is the provenance for Datalog queries introduced in [18] and
further optimized using circuits [11]. Datalog [3] is a language
derived from Prolog, useful for infering new knowledge given
existing facts and a set of inference rules. In the papers above, the
semiring classes for which optimization of queries is possible are
strikingly similar: PosBool(X) and Sorp(X) discussed in [11, 18]
correspond respectively to the positive fragment of the Boolean
function semiring, and to the free (i.e., most general) 0-closed
semiring. In that sense, algorithm optimizations discussed here
apply directly to applications such as Datalog query optimization.
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5 ALGORITHM FOR 0-CLOSED SEMIRINGS

As explained in Section 3, DIJKSTRA requires a total natural order
on the elements of a 0-closed semiring. This is quite a restrictive
setting (among the examples from Example 2.2, only the tropical
semiring fits), while using a more generally available algorithm
such as MoHRI can lead to practical inefficiency. The question
we are addressing in this section is whether we can bridge this
complexity gap and still obtain practical algorithms for 0-closed
semiring without total orders.

First, we present an example semiring setting, with non-total
natural order, where DIJKSTRA cannot be readily applied.

Example 5.1. Let us consider the 3-feature semiring
(o, 1}3, min, max, (1,1, 1), (0,0,0)).

In the example graph below, the provenance between s and ¢
is: min (max ((0,0, 1), (0,1,0)),(1,0,0)) = (0,0,0) and that be-
tween s and r is: min (max ((1, 0, 0), (0, 1,0)), (0,0, 1)) = (0, 0,0)

(0,0,1

(0,1,0)

®

Assume there would be an order for which D1jksTRA computes
this provenance. Then, starting from s, DiyksTRA would select
either r and assign it provenance (0,0, 1), which is wrong, or ¢
and assign it provenance (1, 0,0), which is also wrong.

In the following, we address this problem and design a new
algorithm, MuLTIDIJKSTRA (for Multidimensional Dijkstra) that
applies to the more general case of 0-closed semirings for which
multiplication is idempotent (such as the k-feature semiring, but
also the Boolean function semiring used in probabilistic databases,
see [34]). As it turns out, such semirings satisfy the axioms of
bounded distributive lattices [8, Theorem 10]; this allows us to
design an efficient algorithm for answering queries using these
types of semirings.

5.1 Mathematical Background

In the following we introduce basic notions about finite distribu-
tive lattices. We assume the lattices we use are finite because



we are only ever using the subsemiring generated by edge an-
notations. As we shall see, this subsemiring is finite when both
operations of the semiring are idempotent.

We refer the reader to [36] for more details regarding the
theory behind distributive lattices.

5.1.1 Definitions and Notation. A lattice (L, <) is a partially
ordered set (poset) where every two elements have a unique
infimum (their meet, A) and supremum (their join, V). A lattice
embedding of a lattice L into a lattice K is a one-to-one join
and meet homomorphism from L to K. In a poset, an element y
covers x (denoted x < y) if x < y and there are no such z such
that x < z < y. A lattice embedding ¢ is tight if x < y implies
£(x) <£(y).?

An element x of a lattice L is join-irreducible if x = a V b
implies that x = a or x = b. The set of non-zero join-irreducible
elements of L is denoted J(L). It induces a subposet of L which
is also denoted by J(L).

For a subset S of a lattice L, we let \/ S = \/,¢s x be the join
of the elements of S. We often write \/ S to specify that the join
takes place in L. A subset S of a poset is a downset or ideal if
x € Sandy < x impliesy € S. The minimum downset containing
an element x is denoted id x. We note D (P), for a poset P, the
family of downsets of P ordered by inclusion.

A chain C of length n in a poset P is a subposet isomorphic to
the linear order Z,, on the n elements {0, 1,...,n — 1}. A chain
decomposition of a poset P is a partition of its elements into a
family C of chains Cy,...,Cy. For a family C = {Cy,...,Cy}

d
of disjoint chains, the product [] C := [] C; consists of all d-
i=1
tuples x = (x1,...,x4) where x; € C; foreachi € {1,...,d}.Itis
ordered by x < y if x; < y; for each i.

5.1.2  Results. A classical result from Birkhoff [7] establishes
an isomorphism between L and D(J(L)):

THEOREM 5.2 ([7]). The map S : x +— id x N J(L) is an isomor-
phism of L to D(J(L)). Its inverse is S +— \/ S .

For a chain decomposition C of a poset, let Cy be the family of
chains we get from the chains in C by adding a new minimum el-
ement to each. In [12], Dilworth proved the following embedding
theorem:

THEOREM 5.3 ([12]). For any chain decomposition C of a poset P
the map S — \/p S is an embedding of D(P) into P =[] Co.

Then, we obtain the following corollary we will use later:

COROLLARY 5.4. Given a chain decomposition C of a distributive
lattice L, there is a tight embedding of L into [] Cp.

5.2 Application to Provenance Computation

Corollary 5.4 provides us with a way to compute provenance
over distributive lattices using a multidimensional version of
Dijkstra’s algorithm. Because an embedding is a homomorphism,
we can compute each component of [| Cp independently. And
because the homomorphism is one-to-one, we can easily recover
the provenance at the end of the computation.

Example 5.5. If we take a look at distributive lattice of the
divisors of 60 with greatest common divisor (gcd) and least
common multiple (Icm) as join and meet operators, we notice
that the divisors of 60 are either powers of 2, 3, 5 or an lcm

ZImplicitly from lattice notation to poset notation: x V y = y means x < y.
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of these integers. Thus, they can be represented using three di-
mensions representing the factorization of 60 along these prime
numbers: decompose(4) = (2,0,0), recompose(0,1,0) = 3, and
recompose(2, 1,0) = 12. We can then compute independently each
dimension of the result using Dijkstra’s algorithm since each
component is totally ordered; then, partial results are combined.

In other words, we can run separately, ¢ times, Dijkstra’s algo-
rithm for each dimension of this product, where ¢ is the number
of chains in the chain decomposition. This gives us a parameter-
ized algorithm, where ¢ depends on the semiring. For example, for
the semiring used in Example 5.1, £ = 3. We outline the algorithm
in pseudo-code in Algorithm 4. We need the following routines
that are highly specific to the semiring: decompose(e) takes as
parameter an element e of L and returns its image v(e) € . For
the opposite direction recompose(ds, . . .,dn) = \ g<i<n di returns
as expected an element of L.

We use as a subroutine a slightly modified version of Dijk-
STRA, parameterized by the semiring dimension and working
with semirings having elements in vector form, corresponding
to the decomposition. Dijkstra(s,t,i) € J(L) computes the prove-
nance between s and ¢ corresponding to the i dimension of the
decomposition.

Example 5.6. We describe the working of Algorithm 4 in the
example presented in Example 5.1: first, each edge value is de-
composed; this step is easy to follow as the 3-feature values
are already presented in decomposed form. A second step con-
sists in calculating values along each dimensions. Algorithm 1
is launched a first time over the graph with edge values corre-
sponding to the first dimension: 0 for (s, r) and (r, t), 1 for (s, ¢).
The result is 0. Algorithm 1 is launched a second time over the
graph with edge values corresponding to the second dimension:
0 for (s,r) and (s, t), 1 for (r, t). The result is, again, 0. Finally,
Algorithm 1 is launched a third time over the graph with edge
values corresponding to the third dimension: 0 for (s,t), 1 for
(s,r) and (r, t). The result is 0. This ends the second step. The
third step consists in recomposing partial values obtained by
successive applications of Dijkstra’s algorithm. This ends up to
the final provenance value of (0, 0,0).

Algorithm 4 MULTIDIJKSTRA — single-pair

Input: (G = (V,E, w),s,t) a graph database with provenance
indication over K, the source s, and the target ¢.

Output: Single-pair provenance of the reachability query from s
to t.

: for each edge e € E do

decompose(w(e))

. end for

: for each dimension i do
d; < Dijkstra(s, t,1)

end for

: return recompose(dy, . .

N Uy wo e

.»dn)

For the sake of simplicity, we presented the single-pair version
of our algorithm. To extend it to the single-source version one
only needs to perform the recompose subroutine for each vertex
in the graph.

To minimize accesses to the decompose subroutine — which
can be very costly — we optimize MULTIDIJKSTRA by adopting
a lazy approach, where the Dijkstra subroutine calls decompose
only when needed, storing the decomposition across calls. This
avoids scanning the whole graph when s and t are close.
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Figure 3: Comparison between algorithms for shortest distances

Table 2: Graph datasets: size and treewidth lower and up-
per estimates from [27]

type name # of vertices # of edges tw
infrastructure PARI1s 4325486 5395531 55-521
STIF 17720 31799 28-86

USPOWERGRID 4941 6594 10-18

RoME99 3353 43831 5-50

social FACEBOOK 4039 88234 142-237
biology YeAST 2284 6646  54-255

Two other optimizations implemented are a stopping condi-
tion that ends the Dijkstra subroutine when a visited vertex has
value 0, and lazy initialization of the priority queue. These two
optimizations led to vastly improved computation times over the
naive implementation.

5.3 Practical Use Case

As exemplified in the Introduction, k-feature semirings can be
used to ensure that all paths from s to ¢ verify a combination of
features (they all go through a specific set of points of interests,
or verify some road properties) or either ensure the existence
of valid paths up to some collection of restrictions. We show in
the experimental section that this is tractable for practical use
cases (continental-sized areas, around 107 vertices). To the best
of our knowledge, no solution for this that scales even to graphs
of thousands of vertices has been previously proposed.

6 EXPERIMENTS

We performed experiments on real-world graph data, using an
Inria computing cluster running the OAR task manager. The
individual vertices of the cluster have a minimum of 48 GB of
RAM, and run Intel Xeon X5650 or E5-26xx CPUs.

We used datasets® from a variety of domains, mostly repre-
senting infrastructure networks: the OpenStreetMaps network
of Paris (Paris), the Paris public transport network (ST1F), and

3These datasets were used in [27] for treewidth computation experiments, and are
downloadable from https://github.com/smaniu/treewidth/; some of them originate
from http://snap.stanford.edu/data/index.html.
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the power grid of the continental US (USPOwWERGRID). For com-
parison, we have also evaluated on other types of datasets: a
small subset of the Facebook social network (FACEBOOK) and
the yeast protein-to-protein interaction network (YEAsT). All
these datasets come without provenance annotations, that we
add in different ways depending on experiments. We also used
a real weighted road transportation network dataset ROME99,
with tropical semiring annotations, from the 9th DIMACS Imple-
mentation Challenge®. This dataset consists of a large portion of
the directed road network of the city of Rome, Italy, from 1999.
Basic information about the resulting graphs are summarized in
Table 2.

For datasets without provenance annotations, unless speci-
fied differently, we randomly generate weights in the tropical
semiring for benchmarks, uniformly between 1 and 3 000. To be
able to compare the impact of the weights on the performance
of the algorithms, we also use a constant-weight setting, where
all weights equal to 1. Each experiment generally represents the
average over 10 runs (random choices of origin and destination
vertices).

Our experimental study is focused on comparing the four algo-
rithms presented in this paper, over several semirings. We provide
a comparison of all of our algorithms for the computation over
the tropical semiring (shortest distance), since all algorithms can
be used in this setting. We investigate the running time and the
number of relaxation steps performed by Monrr and MurTiDI-
JKSTRA algorithm, using initial weights provided by the dataset
RoME99, as well as custom weights (all identical and all random);
we then study over all datasets the impact of the elimination or-
der heuristic on the overall performance for NODEELIMINATION.
We then finish with the comparison between our new algorithm
and previous solutions to demonstrate its efficiency.

Evaluating shortest distances. We start by evaluating how the
algorithms deal with the shortest distance semiring, i.e., the trop-
ical and top-k semiring (by setting k = 1). The properties of this
semiring allow their implementation for the first three algorithms:

“http://users.diag.uniromal.it/challenge9/download.shtml
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D1KkSTRA, MoHRI, and NODEELIMINATION, whereas MULTIDIJK- no provenance information (BFS). This also allows us to com-
STRA reduces to DIJksTRA in that case. We also implemented a pare the performance of algorithms against non-annotated graph
breadth-first-search traversal for computing accessibility with databases.
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Figure 3 shows, on a logarithmic scale, the result for our graphs,
and for some settings of weights (original, random, or same
weights). It is immediately clear from the figure that the choice
of algorithm is crucial: we need the most specialized algorithm
for the semiring we use: DIJKSTRA is more efficient than MoHRI
which is more efficient than NopeELIMINATION. Even for MOHRI,
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we notice that using it configured for the top-k semiring with
k = 1 does introduce an overhead in execution; when using the
tropical semiring directly the overhead is smaller. We also show
the overhead introduced when using provenance annotations
is quite limited, as the difference between DijksTRrA and BES is
less than an order of magnitude for each dataset, and DIJKSTRA



sometimes even outperforms BFS. Finally, NODEELIMINATION is
always several orders of magnitude slower than Dijkstra. Another
encouraging result is that MoHRI — which allows more classes
of semirings than DIJKSTRA - has a reasonable running time in
practice, despite the stated exponential complexity bound in the
original paper. We turn to evaluating its performance next.

MoHgr in practice. In Figure 4 and in Figure 5 we respectively
study the impact of the factor k on the running time and on the
number of computations performed by the algorithm. Our results
show that the computational time is linear in k, though this is
not the case for the number of relaxations, which increases sub-
linearly in k. This means that for large values of k the algorithm
spends most of its time maintaining the queue.

We also compare the performance of the algorithm depending
on weight assignment (original, random, same). It seems that
considering random values instead of “real” values has almost no
significant impact over the efficiency of the algorithm. This is a
somewhat disappointing result because it rules out the possibility
to parametrize the complexity of the algorithm through network
parameters, for instance, in terms of the highway dimension [4] -
a graph parameter that has been successfully applied for under-
standing the efficiency of state-of-the-art shortest-distance algo-
rithms in road networks. However, the performance increases sig-
nificantly when all weights are uniform, which may be expected
since computation of shortest distances become far simpler, and
far more paths have equal distance.

As pointed out in Section 3 this algorithm performs extremely
well over transportation networks. We wanted to provide a com-
parison of its working time for different kinds of graphs (es-
pecially graphs whose treewidth is large relative to their size).
For this purpose we used a social network dataset: who-trusts-
whom network of people who trade using Bitcoin on a platform
called Bitcoin Alpha [25, 26] (3 783 vertices and 24 186 edges).
The algorithm times out after 48 hours.

What we can learn from this is that the key property making
MoHrtI so efficient over transportation networks is not due to
distance properties (e.g., highway dimension) — impacted by the
weights of the connections — but rather by topological properties

of the underlying graph (e.g., treewidth).

Ordering for NODEELIMINATION. NODEELIMINATION’s perfo-
mance, due to its main loop of creating “shortcuts” in the graph,
is heavily dependent on the order in which the vertices are
eliminated. This elimination ordering is strongly linked to the
treewidth parameter of the graph. For instance, following a degree
based elimination order gives an upper bound on this parameter.

Hence, we have compared different elimination orders for
NopEELIMINATION and found out that the minimum degree based
elimination order (Degree) greatly improves the efficiency of
this algorithm compared to having no such heuristic (Id). This
improvement can be dramatic, as for the YEAST dataset where the
algorithm is two orders of magnitude faster. As expected, weights
over the edges doesn’t impact the running time, as shown in
Figure 6.

This is important in practice: running NODEELIMINATION on
low-treewidth graphs (e.g., infrastructure and transport networks)
can be the difference between the algorithm being unusable and
allowing reasonable running times. Taking into account that
NobpeELIMINATION allows for a large class of semirings, this can
have a significant real-world application impact.
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MurTiDKSTRA. We now evaluate MULTIDIJKSTRA, our con-
tribution to bridging the gap between absorptive semirings and
more general ones. We compare it to MOHRI and NODEELIMINA-
TION in the case of the k-feature semiring, which is kind of the
canonical semiring that is 0-closed and multiplicatively idem-
potent. Figure 7 showcases this on 3 datasets. In all cases, our
new algorithm is between 3 and 4 orders of magnitude faster
than NoDEELIMINATION, depending on the network we use, and
significantly faster than MOHRI.

We then performed an additional experiment (Figure 8), exam-
ining the impact of the number of features and values actually
used in each feature on the running time of both algorithms. We
found out that when either one of the two criteria reaches 4,
MoHRI times out while MULTIDIJKSTRA keeps scaling.

Finally, Figure 9 presents a comparison between MoHRI and
MurTIDIKSTRA on large Erd6s-Rényi random generated graphs
(generated using Python networkx’s fast_gnp_generation method,
using an average of 1.7 edges per vertex) show that our new
algorithm is still tractable for continental-sized graphs of millions
of vertices. Interestingly, MULTIDIJKSTRA also exhibits a much
smaller variance than that of MoHRr1, whose performance varies
by more than one order of magnitude between runs.

7 RELATED WORK

The idea of encapsulating operations carried along by graph algo-
rithms in terms of semirings has been really common for decades.
In [10, Chapter 25] the authors presented two of the classical
graph algorithms, Floyd-Warshall and transitive closure algo-
rithm in terms of closed semirings. The APSP (All-Pairs Shortest-
Path problem) is elegantly expressible using star semirings; hence,
research focused on the links to linear algebra through matrix
computations [1], allowing to speed up the response time using
parallel computations. Recent work on semiring-based graph
processing has provided to the community some tools such as
GraphBLAS [23], a library of kernel functions dedicated to opti-
mize linear algebra computations over sparse matrices. Unfortu-
nately, this tool focuses essentially on matrix and vector products
and is not amenable to express priority queue management such
as those needed for MoHRI, DIJKSTRA, MULTIDIJKSTRA. Only
NoDEELIMINATION and the matrix asteration algorithms could
benefit of a GraphBLAS implementation: this might increase
their performance, even when retaining their higher asymptotic
complexity with respect to other algorithms.

Amongst many other fields, semirings have been successfully
applied in constraint-solving programming [8], linguistic struc-
ture prediction [37] and formal language theory [33]. This alge-
braic structure is also perfectly suited to the modeling of dynamic
programming [21].

The notion of provenance has also been initially developed
using semirings [18], either for relational databases and Datalog
programs, leading to practical systems such as [35], an exten-
sion to PostgreSQL adding the support for provenance. Many
representation frameworks have been successfully applied to
speed up the computation of the provenance for Datalog pro-
grams, most notably a circuit-based provenance approaches [11]
and the solving of fixed-point equations using derivation tree
analysis [15]. The latter approach led to a proof-of-concept im-
plementation [16] of the resolution of fixed-point equations over
c-continuous semirings using the Newton method.



Compared to our work, relational databases lack the effective
support for navigational queries (recursion is an issue) and Data-
log programs are much more expressive than graphs (they are
closely related to hypergraphs), so we suspect query answering
in Datalog would be highly inefficient for the continental-sized
road-network datasets we target, though we leave this investiga-
tion for future work.

Numerous notions of provenance co-exist in the literature and
each target different usages. The notion we use in this paper
considers the provenance to be computational rather than just in-
formational: we can apply operations over our provenance values
with different semantics depending on the underlying semiring.
Some practical systems, such as [28] rely on property graphs to
represent provenance annotations, that are of an informational
rather than computational nature. Those systems focus on the
further querying of obtained provenance to derive additional
information about the process.

8 CONCLUSIONS

We presented in this paper a study on evaluating the provenance
of rich graph queries using the semiring provenance framework.
We established a taxonomy of semiring classes, based on their
properties. This in turn allows us to find, for a set of impor-
tant semiring classes, the most appropriate algorithm, enabling
real-world applicability. We introduce a new algorithm, MurTIDI-
JKSTRA, which bridges the gap between algorithms for absorptive
semirings and ones for more general classes.

Experimentally, on graph datasets from various domains, we
showed that making sure that the appropriate algorithm is chosen
for the semiring specialization is crucial; gains of several orders of
magnitude are observed between algorithms on the same graph
datasets. Moreover, we notice that algorithms for which their
theoretical complexity is high perform well in practice, especially
on graphs having relatively low treewidth.

We believe the link with classes of semiring for which an
optimization for the computation of the provenance for Datalog
queries exists is a key observation for optimizing computations
in our framework. Investigating this further will allows us to
benefit from the rich literature around Datalog provenance (in
particular, [11]) and to compare to our solutions.
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ABSTRACT

Sequential pattern analysis has become a mature topic, with a lot
of techniques for a variety of sequential pattern mining-related
problems. Moreover, tailored solutions for specific domains, such
as business process mining, have been developed. However, there
is a gap in the literature for advanced techniques for efficient de-
tection of arbitrary sequences in large collections of activity logs.
In this work, we make a threefold contribution: (i) we propose a
system architecture for incrementally maintaining appropriate
indices that enable fast sequence detection; (ii) we investigate
several alternatives for index building; and (iii) we compare our
solution against existing state-of-the-art proposals and we high-
light the benefits of our proposal.

1 INTRODUCTION

Event log entries refer to timestamped event metadata and can
grow very large; e.g., even a decade ago, the amount of log entries
of a single day was at the order of terabytes for certain organiza-
tions, as evidenced in [3]. Due to their timestamp, the log entries
can be regarded as event sequences that follow either a total or
a partial ordering. The vast amount of modern data analytics
research on such sequences is divided into two broad categories.

The first category comprises sequential pattern mining [11],
where a large set of sequences is mined to extract subsequences
that meet a variety of criteria. Such criteria range from frequent
occurrence, e.g., [23, 33] to importance and high-utility [12]. In
addition, there are proposals that examine the same problem of
finding interesting subsequences in a huge single sequence, e.g.,
[25]. However, these techniques fail to detect arbitrary patterns,
regardless of whether they are frequent or interesting; e.g., they
are tailored to a setting where a support threshold is provided and
only subsequences meeting this threshold are returned, whereas
we target a different problem, that is to return all subsequence
occurrences given a pattern.

The second category of existing techniques deals with detect-
ing event sequences on the fly and comprises complex event
processing (CEP). CEP is a mature field [14, 34] and supports
several flavors of runtime pattern detection. We aim to solve
a similar problem to CEP but tailored to a non-streaming case,
where pattern queries are submitted over potentially very large
log databases. Since logs continuously arrive, we account for
periodic index building and we support pattern matching where
the elements in the pattern are not strictly in a sequence in the

© 2021 Copyright held by the owner/author(s). Published in Proceedings of the
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logs, e.g., in the log sequence ABBACC, we are interested in detect-
ing the occurrence of the pattern ABC despite the fact that in the
original sequence other elements appear in between the elements
in the searched pattern. Given that we relax the constraint of
strict contiguity, techniques based on suffix trees and arrays are
not applicable. Contrary to CEP, we aim to detect all pattern
occurrences efficiently and not only those happening now.

In summary, our contribution is threefold: (i) we propose a
system architecture for incrementally maintaining appropriate
indices that enable fast sequence detection and exploration of
pattern continuation choices; (ii) we investigate several alter-
natives for index building; and (iii) we compare our solution
against existing suffix array-based proposals, focusing on logs
from business processes, showing that not only we can achieve
high performance during indexing but we also support a broader
range of queries. Compared to other state-of-the-art solutions,
like Elasticsearch, we perform more efficient preprocessing, while
we provide faster query responses to small queries remaining
competitive in large queries in the datasets examined; addition-
ally, we build on top of more scalable technologies, such as Spark
and Cassandra, and we inherently support pattern continuation
more efficiently. Finally, we provide the source code of our im-
plementation.

The structure of the remainder of this paper is as follows. We
present the notation and some background next. In Section 3,
we introduce the architecture along with details regarding pre-
processing and the queries we support. We discuss the index
building alternatives in Section 4. The experimental evaluation
is in Section 5. In the last sections, we discuss the related work,
open issues and present the conclusions.

2 PRELIMINARIES

In this section, we first present the main notation and then we
briefly provide some additional background with regards to the
techniques against which we compare our solution.

2.1 Definitions and notation

We aim to detect sequential patterns of user activity in a log,
where a log contains timestamped events. The events are of a
specific type; for instance, in a log recording the user activity
on the web, an event type may correspond to a specific type
of click and in business processes, an event corresponds to the
execution of a specific task. The events are logically grouped in
sets, termed as cases or sessions or traces', which may correspond
to a specific session or the same process instance or, in the generic
case, grouped by other user-defined criteria. More formally:

!In this work, we use the terms trace, case and session interchangeably.
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Our Method

SC, STNM
Yes
Indexing of all possible pairs
Combination/merging of results of pairs in the query sequence

Exact rooted subtree matching

SC, Tree Matching
No
Indexing of all the subtrees
Binary search in the subtrees space

Supported policy
Database usage
Preprocess rationale
Query processing rationale

Table 1: Differences between the technique in [19] and our method

Symbol Short description

L the log containing events

A the set of activities (or tasks), i.e., the event
types

E the set of all events

Cc the set of cases, where each case corresponds
to a single logical unit if execution, i.e., a ses-
sion, a trace of a specific business process
instance execution, and so on

ev an event (ev € E), which is an instance of an
event type

ts the timestamp of an event (also denoted as
ev.ts)

l the size of A, |A|

n the maximum size of a case

m the size of C, |C]|

Table 2: Frequently used symbols and interpretation

Definition 2.1. (Event Log) Let A be a finite set of activities
(tasks). A log L is defined as L = (E,C, y, 4, ts, <) where E is the
finite set of events, C is the finite set of Cases,y : E —» Cisa
surjective function assigning events to Cases, § : E — Aisa
surjective function assigning events to activities, ts records the
timestamp denoting the recording of task execution and < is
a strict total ordering over events belonging to a specific case,
normally based on execution timestamps.

The notion of timestamp requires some further explanation. In
sessions like web user activity and similar ones, events are usually
instantaneous. However, this is not the case in task executions
in business processes. In the latter case, the timestamp refers
to either the beginning of the activity or its completion, but
in any case, logging needs to be consistent. The duration of
activities can only be estimated implicitly and not accurately
from the difference between the timestamps of an event and its
successor, because there may be delays between the completion
of an activity and the beginning of the execution of the next
activity downstream. However, systematic analysis involving
task duration can be conducted only if the exact task duration is
captured, which requires extensions to the definition above. Such
extensions is out of the scope of this work and are orthogonal to
our contributions.

Table 2 summarizes the main notation; |A| is denoted as [, the
maximum size of a case is denoted as n, and the size of the set of
cases |C| is denoted as m.

Next, to provide the context of the queries we aim to support,
we define the two main types of event sequence detection that
we employ in this work:

Strict contiguity (SC) , where all matching events must ap-
pear strictly in a sequence one after the other without any
other non-matching events in-between. This definition
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is widely employed in both exact subsequence matching
and CEP systems and stream processing engines, such as
Flink [6].2 For example, SC applies when we aim to detect
pattern occurrences, where a search for a product on an
e-shop website is immediately followed by adding this
product to the cart without any other action in between.

Skip-till-next-match (STNM) , where strict contiguity is
relaxed so that irrelevant events are skipped until we de-
tect the next matching event of the sequential pattern [34].
STNM is required when, for example, we aim to detect
pattern occurrences where after three searches for specific
products there is no any purchase eventually in the same
session.

Example: let us assume that we look for a pattern AAB, where
A,B are activities. Let us also assume that a log contains the
following sequence of events KAAABAACB>, where the timestamps
are implicit by the order of each event. SC detects a pattern
occurrence starting at the 2nd position, whereas STNM detects
two occurrences; the first one contains the events at the 1st, 2nd
and 4th position, while the second one contains the events at the
5th, 6th and 8th position. Note that other types of event sequence
detection allow for additional and overlapping results, e.g., to
detect a pattern in the 1st, 3rd and 8th position, as discussed at
the end of this work [34].

2.2 Exact rooted subtree matching in
sublinear time

Strict contiguity (SC) is directly relevant to subsequence match-
ing and tree-based techniques have been used for a long time for
finding sub sequences in large datasets. Suffix trees and suffix
arrays are commonly used to this end. The method presented
in [19] can find subtrees in sublinear time and it has been used
to detect possible continuations of a given event sequence in
business processes in [27].

In a nutshell, the technique in [19] solves the problem of find-
ing the occurrences of a subtree with m modes in a tree T with
n nodes in O(m + logn), after pre-processing the tree. First, the
string W corresponding to T is created; this is achieved through
traversing the tree in a preorder manner and adding a 0 every
time we recur to a previous level. This yields a W of length equal
to 2n. W is then used to create a suffix array A, in which the
starting positions of the 2n suffices are specified. After discard-
ing those starting with 0, we end up with n suffices. The main
property of A is that suffices are sorted by the nodes’ order. The
subtree to be searched in T is first mapped to a preorder search
string, and then a binary search in A is performed.

In Table 1 we present the high-level differences between this
method and our proposal. We rely on simple indexing employing
a database backend, while, during query processing, the main

Zhttps://ci.apache.org/projects/flink/flink-docs- stable/dev/libs/cep.html
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operation is merging and post-processing of sorted lists, as ex-
plained in the next sections. More importantly, we support both
STNM and SC pattern types.

3 SYSTEM ARCHITECTURE

There exist several CEP proposals along with fully-fledged proto-
types and complete systems that allow users to query for Strict
contiguity (SC) or Skip-till-next-match (STNM) patterns, but
these are operating in a dynamic environment over a data stream.
Therefore, we need to develop a system that can receive adhoc
pattern queries over a large collection of logs and process them
in an efficient manner. These queries will be defined later in this
section and are broadly divided into three main categories (sta-
tistics, pattern detection and pattern expansion). We focus on
offline pattern detection, but we account for the fact that the logs
are constantly growing bigger and bigger. This entails that any
practical approach needs to be incremental, i.e., to support the
consideration of new logs periodically.

The overview of our proposed architecture is shown in Fig-
ure 1. There exists a database infrastructure containing old logs
and, periodically, new logs are appended. There are two main
components in the architecture. The pre-processing component
constructs and/or updates an inverted index that is leveraged
during query processing. This index is stored in a key-value data-
base to attain scalability. In our implementation, we have chosen
Cassandra®, because of its proven capability to deal with big
data and offer scalability and availability without compromis-
ing performance. However, any key-value store can be used in
replacement.

The second component is the query processor, which is re-
sponsible for receiving user queries, retrieving the relevant index
entries and constructing the response.

These two components are described in more detail in the
remainder of this section, while indexing is discussed in the next
section.

3.1 The pre-processing component

The log database has a typical relational form, where each record
corresponds to a specific event. More specifically, each row in
the log database contains the trace identifier, the event type, the
timestamp and any other application-specific metadata that play
no role in our generic solution. The second input of the pre-
processing component contains the more recent log entries that

3https://cassandra.apache.org/

trace: <(A,1), (A,2), (B,3), (A,4), (B,5), (A,6)>
Pair  Strict Contiguity Skip till next match

(A,A) (1,2) (1,2),(4,6)
(B,A) (3.4),(4.5) (3.4),(5.6)
(8,B) - (3.5

(A,B) (2,3).(4.5) (1,3),(4,5)

Table 3: Pairs created per different policy.

have not been indexed yet. For example, if the index is updated
on a daily basis, the log file is expected to contain from a few
thousand of events up to several millions.

Pattern indexing and querying is applied per trace. In other
words, for each distinct trace, a large sequence of all its events
is constructed sorted by the event timestamps. To this end, the
recent logfile is combined with the log database. In addition, and
since the trace may span many indexing periods, new log entries
need to combined with already indexed events in the same trace
in a principled manner to avoid duplicates. If new logged events
belong to a trace already started, we extract stored information
from the indexing database (the exact procedure will be described
in detail shortly).

Based on these trace sequences, we build an inverted index-
ing of all event pairs. That is, we extract all event pairs from
each trace, and for each pair we keep its trace along with the
corresponding pair of timestamps. This information is adequate
to answer pattern queries efficiently, where these queries may
not only refer to pattern detection, but frequency counts and
prediction of next events, as discussed in Section 3.2.1. The in-
dex contains entries of the following format: (A,B):{(tracel2,
2,5),(tracel12, 7,11), (tracel5,1,6),. . . }.Inthis exam-
ple, the pair of event types (A,B) has appeared twice in trace12
at timestamps (2,5) and (7,11), respectively, and once in tracel5.

The pre-processing component is implemented as a Spark
Scala program to attain scalability. Next, we delve into more
details regarding pre-processing subparts.

3.1.1 Creation of event pairs. There are more than one ways
to create pair of events in a trace, which depends on the different
policy applied. We have already given two policies, namely SC
and STNM, which impact on how pairs are created.

Let us assume that a specific trace contains the following
sequence of pairs of event types and their timestamps: trace:
<(A,1), (A,2), (B,3), (A,4), (B,5), (A,6)> Table3
shows the pairs created per different policy. This example shows
a simplified representation of the inverted indexing. SC detects
only the pairs of events that are consecutive. There is no pair
pair (B,B) because there is an event (A) between the two Bs in
the trace. As expected, the SC policy creates less pairs per trace
and is also easier to implement.

STNM skips events until it finds a matching event, but there are
no overlapping pairs, the timestamps of which are intertwined.
For example, regarding pair (A,B), we consider only the (1,3)
pair of timestamps and not (2,3). The complexity of pair creation
in STNM is higher and there are several alternatives that are
presented in Section 4.

A final note is that our approach can work even in the ab-
sence of timestamps. In that case, the position of an event in the
sequence can play the role of the timestamp.



Algorithm 1 Update index

Algorithm 2 Pattern detection

: Input : new_events
: traces « transform new_events to traces as in the Seq table
: temp « LastChecked table joined with traces
: new_pairs « [ ]
: for all trace in traces do

extract events

for all (evgy, evy,) do

It « temp.get(evg, evy).last_completion for the

same trace
9: if ev,.ts > It then
10: new_pairs += create_pairs(evg, evp)
11 end if
12: end for
13: end for
14: append new_pairs to the Index table
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3.1.2 Tables in the indexing database. The pre-processing
phase creates and updates a set of tables, which can all be stored
in a key-value store, such as Cassandra. The first one contains
the trace sequence, so that there is no need to be reconstructed
from scratch every time is needed, e.g., to append new events.
The second one is the index presented earlier. The other tables
are auxiliary ones, which are required during index creation and
query answering.

o Seq with key: trace;g and value: {(evg, tsq), (evp, tsp), ...}
This table contains all traces that are indexed. It is used to
create and update the main index; new events belonging
to the same trace are appended to the value list.

e Index with a complex key: (evg, ev,) and value containing
a list of triples: {(trace;q, tsq, tsp), ... }. This is the inverted
index, which is the main structure used in query answer-
ing.

o Count with key a single event type: ev, and value a list
of triples: {(evy, sum_duration, total_completions),

(evc, sum_duration, total_completions), ...}. For each event
evg, we keep a list which contains the total duration of
completions for a pair (ev,, evy) and the total number of
completions. This is used to find the most frequent pairs
where an event appears first and also we can leverage the
duration information in case further statistics are required.

o Reverse Count, which has exactly the same form of key
and value with Count, but the statistics refer to pairs that
have the event in the key as their second component

o LastChecked with complex key a pair (evg, evy,) and value
a list of pairs: {(trace;q, last_completion),...}. The length
of the list is the number of traces in which the pair (evg, evp)
appears. The last_completion field keeps the last times-
tamp of ev, in a pair detection. This table is used to prevent
creating and indexing pairs more than once.

3.1.3 Index update. In dynamic environments, new logs ar-
rive continuously, but the index is not necessarily updated upon
the arrival of each new log record. New log events are batched and
the update procedure is called periodically, e.g., once every few
hours. To avoid the generation of duplicates, the LastChecked
table introduced above plays a crucial role. The index update
rationale is illustrated in Algorithm 1.

In line 3 of the algorithm, we extract the LastChecked table
and keep only its part that refers to the traces that their id ap-
pears in new events. In line 10, the create_pairs procedure is

88

1: procedure GETCOMPLETIONS(< evy, €vy, . . ., €vp >)

2 previous «— Index.get(evy, evy)

3 fori=2top—1do

4 idx_completions < Index.get(ev;, €vj4+1)

5 for all c in idx_completions grouped by trace do
6 new « [ ]

7 for all pr in previous for the same trace do
8 if pr.last_event.ts == c.first.ts then

9 append c to pr and add to new

10: end if

11 end for

12: previous <— new

13: end for

14: end for

15: return previous
16: end procedure

not specifically described here but can be any of the algorithms
presented in Section 4 depending also on the policy employed.
A subtle point is that the index may grow very large. To miti-
gate this, a separate index table can be used for different periods,
e.g., for different months. In addition, the traces corresponding
to completed sessions can be safely pruned from the Seq table,
along with the corresponding value entries in LastChecked.

3.2 The query processor component

The architecture described can support a range of pattern queries
that are presented in Section 3.2.1. In Section 3.2.2, we give differ-
ent solutions for predicting subsequent events in a pattern while
trading off accuracy for response time.

3.2.1 Different type of queries. The query input is a pattern
(i-e., a sequence) of events < evq, evy, evs, . . ., evp > for all sup-
ported query types. The query types in ascending order of com-
plexity are as follows:

e Statistics. This type of query returns statistics regarding
each pair of consecutive events in the pattern. The sta-
tistics are those supported by the Count table, namely
number of completions and average duration. Also, from
the LastChecked table, the timestamp of the last comple-
tion can be retrieved. The pairwise statistics can provide
useful insights about the behavior of the complete pattern
with simple post-processing and without requiring access
to any other information. For example, the minimum num-
ber of completions of a pair provides an upper bound of
the completions of the whole pattern in the query. Also,
the sum of the average durations gives an estimate of the
average duration of the whole pattern. Finally, the number
of completions could be more accurately bounded if all
pairs in the pattern are considered instead of the consecu-
tive ones only; clearly, there is a tradeoff between result
accuracy and query running time in this case.

Pattern Detection. This query aims to return all traces
that contain the given pattern. Query processing starts by
searching for all the traces that contain event pair (evy, evy).
At the next step, the technique keeps only the traces where
the same instance of ev; is followed by e3 to the pattern;
to this end, it finds all the traces that contain (evy, ev3) and
keeps those for which evy has the same timestamp in both
cases. Up to now, we have found the traces that contain



Algorithm 3 Accurate exploration of events

Algorithm 4 Fast exploration of events

1: Input: pattern ey, evy, ..., €evp
2: candidate_events «— from Count Table get all events that has
evp as first event
: propositions« [ ]
: for all ev in candidate events do
tempPattern < append ev to pattern
candidate_pairs < getCompletions(TempPattern)
proposition < apply time constraints to candidate pairs
(optional)
8: append proposition to propositions
9: end for
10: return propositions sorted according to Equation (1)

U

(ev1, evy, ev3). The execution continues in the same way
up to evp, as shown in Algorithm 2. It is trivial to extend
the results with further information, such as the starting
and ending timestamp.

e Pattern Continuation. Another aspect for pattern query-
ing is exploring which events are most likely to extend the
pattern in the query. This has several applications, such
as predicting an upcoming event given partial pattern in
an incomplete trace, or computing the probability of an
event to appear in a pattern, based on prior knowledge. In
this query, the response contains the most likely events
that can be appended to the pattern, based on a scoring
function. Equation 1 gives a score for a proposed event.
Total completions refer to the frequency of this event to
follow the last event in the query pattern, while average
duration favors events that appear closer to the pattern in
the original traces.

total_completions
Score = ————

average_duration W

3.2.2  Pattern Continuation Alternatives. Exploring events for
pattern continuation can be computationally intensive, depend-
ing on the log size. Some times, we want accurate responses,
while in other cases it is adequate to receive coarser insights so
that we can trade accuracy for response time. We present three
alternative ways of exploring events, namely one accurate, one

fast heuristic and one hybrid that is in between the previous two.

e Accurate. In Algorithm 3, we present the outline of this
method. In line 2 we use the Count table to find all event
pairs that begin with the last event of the pattern and col-
lect the second events of the pairs in the candidate_events
list. The procedure getCompletions is already provided
in Algorithm 2. We also allow for constraints in the av-
erage time between the last event in the pattern and the
appended event; these constraints are checked in line 7.
The strong point of this approach is that all pattern contin-
uations are accurately checked one-by-one; the drawback
is that the response time increases rapidly with the size of
log files and the number of different events.

o Fast. In Algorithm 4 we perform a heuristic search. We
start by finding the upper bound of the total times the
given pattern has been completed (lines 3-8). Then, for
every possible event ev, we approximate the upper bound
if this event is added at the end of the pattern, by keep-
ing the minimum between the max_completions and the

: Input: Pattern ey, evy, ..., evp

: max_completions < oo

: for all (ev;, evj41) in pattern do

count < Count Table get ev;, evjt1

if count.total_completions < max_completions then
max_completions «— count.total_completions

end if

. end for

: propositions « [ ]

: for all ev in Count.get(evp) do

R A U A

_ s
[T

append (ev.event,completions,ev.average_duration) to
propositions
13: end for
14: return propositions sorted according to Equation (1)

Algorithm 5 Hybrid exploration of events

: Input: Pattern ey, evy, ..., evp

: Input: topK

. fast_propositions «— run Algorithm 4 for the input pattern

: propositions <« run Algorithm 3 for topK of
fast_propositions

5: return propositions sorted according to Equation (1)

[ T

total completions of ev (line 11). The strong point of this
approach is that it is fast, since it extracts precomputed
statistics from the indexing database but the results rely
only on approximations.

Hybrid. Lastly, in Algorithm 5 we perform a trade off
between accuracy and response time. This flavor receives
topK as an input parameter. First, the fast alternative runs
to provide an initial ranking of possible pattern continua-
tions. Then, for the topK intermediate results, the accurate
method runs. In this flavor, the trade-off is configurable.
Setting topK to I, the technique degenerates to the ac-
curate, while setting topK to 0 is equal to the fast only
alternative.

4 ALTERNATIVES FOR INDEXING EVENT
PAIRS

The indexing of event pairs largely depends on the pattern de-
tection policy. For the Strict contiguity (SC) policy, the process
is straightforward. For Skip-till-next-match (STNM), there are
three flavors. Each trace is processed separately in parallel using
Spark. Below, we show the processing per trace; therefore the
overall complexity for the complete log needs to be increased by
a factor of O(m). The techniques presented in this section refer
to the implementation of the create_pairs procedure in Alg. 1.

4.1 Strict Contiguity

This method is straightforward: we parse each trace and we add
the consecutive trace events in the index. The complexity is O(n),
where n is the size of a trace sequence in the log file.

4.2 Skip-till-next-match

The three different ways to calculate the event pairs using the
skip-till-next-match (STNM) strategy have different perspectives.

completions «— min(max_completions,ev.total_completions)



Algorithm 6 Parsing method (per trace)

Algorithm 7 Indexing method (per trace)

checkedList « [ ]
for iin (0, trace.size-1) do
inter_events « [ ]
if ev;.type not in checkedList then
5 for j in (i,trace.size) do
if ev;.type==ev;.type then
update inv_index with (ev;, ev;)
for all inter_e in inter_events do
update inv_index with (ev;, inter_e)
10: end for
reset inter_events
else if ev;.type not in inter_events then
update inv_index with ev;, ev;
append ev; to inter_events
15: end if
end for
append ev; to checkedList
end if
end for

The Parsing method computes pairs while parsing through the
sequence. The Indexing method, first detects the positions of
each distinct event and then calculates the pairs. Finally, the State
method updates and saves a state for the sequence for each new
event.

Each method can be used in different scenarios. As we will
show in the experimental section, the Indexing method dominates
in the settings investigated. But this is not necessarily always the
case. For example, if we operate in a fully dynamic environment,
where new events are appended continuously as a data stream,
its easier to keep a state of the sequence than calculating all the
pairs from the start. However, in our core scenario where new
logs are processed periodically, all three ways apply. In addi-
tion, if a domain has a lot of distinct events, i.e., [ is very high
and much higher than the cardinalities examined, the Indexing
method becomes inefficient and thus is better to use the Parsing
one.

Parsing method. The main structure is inv_index, which is a
trace-specific part of the Index table. For each trace, the entries of
this table are augmented in parallel and since there is no ordering
in the values, this is not a problem.

The main rationale is shown in Algorithm 6, which contains
two main loops, in line 2 and in line 5, respectively. The idea is
to create all the event pars (ev;, evj), in which ev; is before ev;.
The checkedList prevents the algorithm from dealing with events
types that has already been tested. While looping through the
trace sequence for an event evy, the algorithm appends all new
events to inter_events until it finds an event, evs that has the
same type as ev;. When this happens it will create all the pairs
of ev; with the events in the inter_events list (line 8-10) and will
empty it (line 11). After that point, the algorithm proceeds with
creating pairs where the timestamp of the first event is now equal
to evy’s timestamp. While updating the index, some extra checks
are performed to prevent entering the same pairs twice.

Complexity Analysis. Even though there are two loops iterating
the events, the if statement in line 4 can be true only up to [ times
(where [ is the number of distinct elements) and so the complex-
ity is O(nl?), with n being the length of the trace sequence. The
space required is O(n+12), for the inv_index and the checkedList.
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1: indexer «— map(event_id):[timestmap1,timestamp2,...]
2: for all ev, in indexer do

3: for all ev, in indexer do

4 CreatePairs(indexer[ev,.tsList],indexer[evy,.tsList]))
5 end for

6: end for

procedure CREATEPAIRS(times_a,times_b)
i,j,prev < 0,0,-1
pairs « [ ]
while i < times_a.size and j < times_b.size do
5: if times_a[i] < times_b[j] then
if times_a[i] > prev then
append (times_a[i],times_b[]]) to pairs
prev «times_b[j], i1, je1
else
10: i—1
end if
else
je1
end if
15: end while
return pairs
end procedure

Algorithm 8 State method (per trace)

1: index < HashMap((ev;, evj):[ts1, s, ts3...])

2: for all ev in the trace do

3 Add_New(index,ev)

4: end for

5. return index

6: procedure App_NEw(index, new_event)

7 for all combinations where new_event is the 1st event
in index do

8: update state

9: end for

10: for all combinations where new_event is the 2nd event
in index do

11 update state

12: end for

13: end procedure

Indexing method. The key idea is to read the whole sequence
of events while keeping the timestamps in which every event
type occurred (line 1). Then, for every possible combination of
events we run the procedure, in which we create the pairs. The
procedure is similar to a merging of two lists, while checking
for time constrains. More specifically, in line 5, the order of the
events is checked and then in line 6, we ensure that there are no
overlapping event pairs.

Complexity Analysis. In line 1, we loop once the entire sequence
to find the indexes of each distinct event (O(n)). Then, the next
loops in lines 2-3 retrieve all the possible event pairs (O(I%)) and
finally the procedure in line 4, will pass through their indices
(O(n)). This gives a total complexity of O(n+12n), which is simpli-
fied to O(nl?). The total space required is O(n+12), for the partial
and the pairs. Le., the complexity is similar to the Parsing method.



State method. The algorithm is based on a Hash Map, which
contains a list of timestamps for each pair of events. We first ini-
tialize the structure by adding all the possible event pairs that can
be created (line 1) through parsing the sequence and detecting
all distinct event types that appear. Then we loop again through
the event sequence. While looping through the sequence we add
new event (ev;) in the structure, by first updating all the the pairs
that have ev; as the first event and then as the second (procedure
lines 7-12). During these updates, we ensure that no pair is over-
lapping. The update operation is as follows. For each (ev;, ev;)
entry in the HashMap, if the list of the timestamps has even
size, we append ev;.ts; otherwise we do nothing. Similarly, for
each (evj, ev;) entry in the HashMap, if the list of the timestamps
has odd size, we append ev;.ts; otherwise we do nothing. At the
end, we trim all timestamp lists of odd size (not shown in the
algorithm).

Complexity Analysis. The space complexity is O(I?) due to the
HashMap. In line 2, the loop is passing through all the events
in the sequence and for every event executes the procedure
Add_new. This procedure has two loops passing through the set
of distinct events (I), which gives us a total complexity of O(nl)
multiplied by the complexity to access the HashMap, which is
O(1) in the average case. Despite this lower complexity, in the
evaluation section, we will provide evidence that the overheads
due to the HashMap access are relatively high.

Implementation information. We have used Spark and
Scala for developing the pre-processing component, which en-
capsulates the event pair indexing, and Java Spring for the query
processor. The source code is publicly available on GitHub.4,>

5 EVALUATION

We used both real-world and synthetic datasets to evaluate the
performance of the proposed methods. We start by presenting
the datasets, followed by the evaluation of the different flavors of
indexing event pairs. Then we compare the preprocess time with
the proposal in [19] and Elasticsearch v7.9.1 and finally we show
the response time for queries that executed in both methods. In
query processing, we also compare against SASE [34].5 All tests
were conducted on a machine with 16GB of RAM and 3.2GHz
CPU with 12 cores. Cassandra is deployed on a separate machine
with 64GB of RAM and 2GHz CPU. Each experiment is repeated
5 times and the average time is presented.

5.1 Datasets

The real-world datasets are taken from the Business Process In-
telligence (BPI) Challenges, and more specifically from the years
2013, 2017 and 2020. BPI137 is an event log of Volvo IT incident
and problem management. It includes 7,554 traces, which contain
65,533 events in total. The mean, min and max number of events
per trace for this dataset are 8.6, 1 and 123, respectively. BPI178 is
an event log, which corresponds to a loan application of an Dutch
financial institute. It includes 31,509 traces, which contain over
1M (1,202,267) events in total. The mean, min and max number of
events per trace for this dataset are 38.15, 10 and 180, respectively.

“https://github.com/mavroudo/SequenceDetectionPreprocess
Shttps://github.com/mavroudo/SequenceDetectionQueryExecutor

The SASE code repository used in the experiments is https://github.com/haopeng/
sase

7 d0i:10.4121/500573e6-accc- 4b0c-9576-aa5468b10cee
8https://data.4tu.nl/articles/BPI_Challenge_2017/12696884
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Log file Number of traces Activities
max_100 100 150
max_500 500 159
med_5000 5,000 95
max_5000 5,000 160
max_1000 1,000 160
max_10000 10,000 160
min_10000 10,000 15
bpi_2013 7,554 4
bpi_2020 6,886 19
bpi_2017 31,509 26

Table 4: Number of traces and distinct activities for every
process-like event log.

From BPI20°, we use an event log of requesting for payment for
a business trip. This is the smaller real-world dataset. It includes
6,886 traces, which contain 36,796 events. The mean, min and
max number of events per trace for this dataset are 5.3, 1 and 20,
respectively.

We also created synthetic datasets. First with the help of the
PLG210 tool, we created 3 different processes, with different num-
ber of distinct activities (15,95,160). Then by modifying the num-
ber of traces per logfile, we created logs that contain from 500 to
400,000 events. The log files are in the XES!! format. In Figure
2, the distributions of events per trace and unique activities per
trace are shown. The purpose of these figures is to provide ev-
idence that our test datasets cover a broad range of real-world
trace profiles, thus the experimental results are trustworthy. In
general, logs with the terms “med” and “max” in their name have
more events per trace and much more unique activities than
those with the term “min”. Summary metadata are also in the
Table 4. The process-oriented logs are not big, but are used in
order to compare our approach against the one in [19], which
has been employed in pattern continuation in business processes.
This method cannot handle much bigger datasets. To test the
scalability of our solution, we employ some additional random
datasets that will be introduced separately.

5.2 Evaluating the different ways of indexing
pairs

In this section, we evaluate the different flavors that index the
event pairs according to the skip-till-next-match (STNM) policy.
We aim to find the pros and cons for each flavor in Section 4
and also define the different real life scenarios to use them com-
plementing the discussions already made above. We start the
evaluation using the datasets in Table 4. The results are shown
in Table 5. The main observation is that all three flavors perform
similarly while indexing process-like datasets. When the relative
differences are larger (e.g., larger than 30% for bpi_2020), the
absolute times are small, so the impact of different decisions is
not that important.

These datasets are not big. To better test the potential of the
three alternatives, we created log files in which the events were
not based on a process. We range the number of traces from 100
to 5000, the number of max events per trace from 50 to 4000

9https://d0i.0rg/1044121/uuid:52fb97d4-4588-4309- 9d04-3604d4613b51
Ohttps://plg.processmining.it/
Uhttps://xes-standard.org/
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Figure 2: Distributions of the number of events and activities (i.e., unique event types) per trace for every process like log
file.
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min_10000 15.604 13.979 13.625 0 1000 2000 3000 4000 5000

bpi_2020 6.803 10384  8.822 o Number of traces

bpi_2013 9.528 8.044 8.197

bpi_2017 170.9 171.666  179.352
Table 5: Execution times of different methods (in seconds). O Y %50 s00 750 1000 1250 1500 1750 2000

Number of activities
Figure 3: Comparison of execution times of the three dif-

and the number of activities from 4 to 2000. We refer to them ferent approaches of indexing the event pairs according to
as random datasets, due to the lack of correlation between the the STNM policy for large random logs.

appearance of two events in a trace, which is not the typical case
in practice, and renders the indexing problem more challenging.

The results are presented in Figure 3. In the first plot, we set From the Figure 3, we can observe that the Indexing alternative
the number of traces equal to 1000 and the number of different outperforms the other two, in some cases by more than an order
activities equal to 500, while changing the number of max events of magnitude. The simplicity of this method makes it superior to
per trace from 100 to 4000. Le., we handle up to 4M events. In State, even though the time complexity indicates that the latter is
the second plot, we keep the maximum number of events per better. The State method performs better than Parsing; especially
trace and distinct activities to 1000 and 100, respectively while in the third plot we can see the non-linear correlation between
increasing the number of traces from 100 to 5000. Le., we handle the execution time and the number of distinct activities.
up to 5M events. Lastly, we maintain both the number of traces In summary, our results indicate that indexing is the most
and maximum number of events to 500 and increase the distinct efficient flavor to use when dealing with log files considered
activities from 4 to 2000. periodically (so that new log entries are a few millions): it has
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Log file [19] Strict (1 thread) Strict Indexing (1thread) Indexing FElasticsearch
max_100 1.054 3.764 3.701 5.398 4.874 0.67
max_500 2.68 5.593 4.649 12.568 8.454 4.68
max_1000 4.458 7.084 5.69 22.544 10.656 10.167
med_5000 6.913 20.361 9.175 113.04 23.105 31.80
max_5000 16.163 25.419 12.452 210.713 38.152 31.41
min_10000 26.64 31.379 8.782 116.318 15.604 38.15
max_10000 37.569 63.975 21.006 734.844 79.863 121.167
bpi_2020 95.269 11.461 8.597 17.908 6.803 14.49
bpi_2013 504.089 12.817 7.918 14.925 9.528 9.973
bpi_2017 very high 451.666 66.284 crash 170.9 364.293

Table 6: Comparison of execution times between [19] and our proposal (time in seconds).

minimum space complexity and it has the best executing time.
On the contrary, State is preferable when operating in a dynamic
environment, when for example new logs will be appended at
the end of every few minutes and some traces will be active for
weeks. State allows to save the current state of the log and, when
new events are appended, it can calculate the event pairs without
checking the previous ones. Even though the space complexity
is higher than the other methods, it is expected to dominate in a
real dynamic scenario.

5.3 Pre-process comparison

Based on the previous results, we continue the comparison using
only the Indexing alternative for the STNM policy. We compare
the time for building the index for both SC and STNM against
[19], which supports only SC, and against Elasticsearch. The
results are presented in Table 6; to provide the full picture we
run Spark in two modes, namely using all the available machine
cores and using a single Spark executor. The latter allows for
direct comparison against non-parallel solutions.

Considering how [19] works, logs that are based on processes
are easier to handle. We can split the test datasets of table 4
into three categories, namely small synthetic datasets (100-1000
traces), large synthetic datasets (5000 & 10000 traces) and real
datasets (from the BPI challenge). In the first category, Strict
performs almost the same as [19], while Indexing has significantly
higher execution time, due to the more complex process it runs.
In the second category, Strict scales better and achieves better
times than [19]. Finally, in real datasets, our method achieves
two order of magnitude lower times compared to [19]. When
using the bpi_2017 dataset, [19] could not even finish indexing
in 5 hours. This is probably based on the large amount of events
(*1.2M) combined with the high number of distinct events per
trace. This lead to a very large suffix array, which probably could
not fit in main memory and ended up doing an extensive amount
of I/Os. For the same dataset, both Indexing and Strict managed
to create inverted indexing in less than 3 minutes when using all
machine cores.

Compared to Elasticsearch, we can observe that our best per-
forming technique is on average faster for the last two categories
(large synthetic and real datasets). In the larger real dataset, build-
ing an index to support STNM queries according to our proposal
is more than 2.1X faster than Elasticsearch.

Parallelization-by-design is a big advantage of our method;
we do not simply employ Spark but we can treat each trace in
parallel. Further, parallelization applies to both the event-pair
creation and the storage (Cassandra is a distributed database). As
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Log file [19] Our method (2) Our method (10)
max_100 0.0023 0.007 0.022
max_500 0.0026 0.020 0.029
max_1000 0.0022 0.010 0.050
med_5000 0.0022 0.013 0.280
max_5000 0.0026 0.007 0.230
min_10000 0.0022 0.060 2.200
max_10000 0.0026 0.012 0.400
bpi_2020 0.0059 0.006 0.290
bpi_2013 0.0185 0.034 4.000

Table 7: Comparison response times in seconds

shown in Table 6, indexing can run even 10 times faster when
using all 12 cores available. This is not the case for the [19] and
other solutions, like Elasticsearch. However, there exist some
structures that build suffix trees in parallel [2, 13, 20]. But still,
the most computational intense process is to find all the subtrees
and store them. The number of subtrees is increased with the
number of leaves, which depends on the different traces that can
be found in a logfile.

5.4 Query response time

We start by comparing the response time for a single query, be-
tween our method and the one in [19]. Since [19] supports the
strict contiguity (SC) policy solely, we use this policy to create
the inverted index and then execute a pattern detection query,
as described in Section 3.2.1. Then, we compare the STNM solu-
tions against Elasticsearch and SASE, which does not perform
any preprocessing. We do not employ Elasticsearch in the SC
experiments, because it is more suitable for STNM queries; more
specifically, supporting SC can be achieved with additional ex-
pensive post-processing. Finally, we compare the pattern con-
tinuation methods and show the effectiveness of the trade-off
between accuracy and response time.

5.4.1 Comparison against [19] for SC. The results of the com-
parison are shown in Table 7. In the first column, we can see
the response time of [19] for the different log files. In the next 2
columns, we have different response times for detection queries,
for pattern length equal to 2 and 10, respectively. As discussed
in Section 2.2, all subtrees are precalculated and stored, which
means that the detection query time is O(logn + k) where n here
is the number of different subtrees and k is the number of sub-
trees that will return. As such, for [19], the response time does
not depend on the querying pattern length. On the other hand,



Log file Elasticsearch ~ SASE  Our method

pattern length = 2

max_100 0.006 0.003 0.003
max_500 0.009 0.014 0.006
max_1000 0.009 0.038 0.004
med_5000 0.048 0.958 0.006
max_5000 0.015 1.400 0.005
min_10000 0.145 1.565 0.031
max_10000 0.048 7.024 0.011
bpi_2013 0.071 0.205 0.008
bpi_2020 0.068 0.366 0.040
bpi_2017 0.609  70.491 0.102
pattern length = 5
max_100 0.011 0.002 0.008
max_ 500 0.018 0.014 0.012
max_ 1000 0.017 0.038 0.013
med_ 5000 0.126 0.999 0.048
max_ 5000 0.037 1.226 0.036
min_ 10000 0.647 1.688 0.525
max_ 10000 0.170 6.413 0.061
bpi_ 2013 0.155 0.233 0.063
bpi_ 2020 0.246 0.534 0.562
bpi_ 2017 4.652 370.142 1.495
pattern length = 10
max_100 0.020 0.002 0.048
max_500 0.031 0.014 0.039
max_1000 0.032 0.038 0.060
med_5000 0.239 1.010 0.279
max_ 5000 0.075 1.245 0.218
min_10000 1.340 1.712 3.707
max_10000 0.289 6.491 0.373
bpi_2013 0.259 0.229 0.374
bpi_2020 0.440 0.531 4.262
bpi_ 2017 9.661 440.066 11.188

Table 8: Response times for STNM queries in seconds

our proposal incrementally calculates the completion for every
event in the pattern as described in Section 3.2.1; as such, the
response time depends on the pattern length. In Figure 4, we
show how response time increases with respect to the querying
pattern length.

The experiments in Table 7 were executed 5 times and we
presented the mean response time. However, we have noticed a
fluctuation in response times, which is affected by the events in
the pattern. Each event has a different frequency in the log files;
e.g., starting and ending events are more frequent than some
events that correspond to an error. When events in the querying
pattern have low frequency, the response time will be shorter
because there are fewer traces that need to be tested.

For small patterns, with length equal to 2-5, we get similar
response times between the two methods, while [19] is always
faster. As pattern length increases, our method’s response time
increases as well, but we also return as a by-product detection
for all the sub-patterns.

In summary, the table shows the penalty we pay against a state-
of-the-art technique during subsequence matching; however, the
benefits of our approach are more significant: we allow efficient
indexing in large datasets and we support, with similar times,
pattern queries using the STNM policy.

5.4.2 Comparison against Elasticsearch and SASE for STNM.
In Table 8, we present comparison against SASE and Elasticsearch
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Figure 4: Response time with respect to the querying pat-
tern length
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Figure 5: Response time for different pattern continuation
methods for different query pattern lengths

query response times, when, in each experiment, we search for
100 random patterns. There are two main observations. Firstly,
running techniques that perform all the processing on the fly
without any preprocessing, such as SASE, yields acceptable per-
formance in small datasets but significantly degrades in larger
datasets, such as bpi_2017 and max_10000. In the former dataset,
techniques that perform preprocessing are faster by 2 orders of
magnitude. Secondly, there is no clear winner between Elastic-
search and our solution. But, in general, we are faster for small
queries of pattern size equal to 2 and in all but one dataset for
pattern size equal to 5, while Elasticsearch runs faster for pattern
length equal to 10. However, for the longest running long queries,
our solution is only 15.8% slower. Therefore, we can claim that
our solution is competitive for large query patterns. Moreover, we
can relax our query method to achieve faster times, as explained
in the next part of the evaluation, while we support pattern con-
tinuation more efficiently due to the incremental approach of
pattern processing that we adopt; i.e., we do not have to repeat
the complete query from scratch.

5.4.3 Comparison of pattern continuation alternatives. In Fig-
ure 5, we show the response times between Accurate and Fast
method for the dataset max_10000. We can see that the Accurate
method follows the same pattern as the graph in Figure 4, which
is what we expected as it performs pattern detection for every
possible subsequent event in the pattern. On the other hand, there
is no significant increase of response time for the Fast heuristic
with regards of the pattern length.

We are trying to fill this performance gap with the Hybrid
alternative. In Figure 6, we use again the max_10000 dataset and a
pattern with 4 events and we show the response time with respect
to the topK parameter given to Hybrid. The response time for
both Accurate and Fast is constant, because they do not use this
parameter. As expected, the time increases linearly as k increases.
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Fast’s execution time is the lower bound and Accurate’s is the
upper one.

For the same setup, we perform an accuracy test presented in
Figure 7. We use as ground truth the events returned from the
Accurate method and compute the accuracy as the fraction of
the events in the top k propositions from Hybrid that exist in
the propositions reported by Accurate, where k is the number of
propositions returned from Accurate. The accuracy is increasing
as the number of k increases until it reaches 100% for k=8. For
the same value, response time is half of the Accurate, as shown in
the previous graph. Also in this example we could achieve a 80%
accuracy with k=2 and 1/3 of the response time that Accurate
would have taken.

6 RELATED WORK

Our work relates to several areas that are briefly described here
in turn.

Complex event processing. There are number of surveys pre-
senting scalable solutions for the detection of complex events in
data stream. A variety of general purpose CEP languages have
been developed. Initially, SASE [30] was proposed for executing
complex event queries over event streams supporting SC only.
The SQL-TS [24] is an extension to the traditional SQL that sup-
ports search for complex and recurring patterns (with the use of
Kleene closure), along with optimizations, to deal with time series.
In [9], the SASE language was extended to support Kleene clo-
sures, which allow irrelevant events in between thus covering the
skip-till-next-match (STNM) and skip-till-any-match strategies.
An extensive evaluation of the different languages was presented
in [34] along with the main bottlenecks for CEP. In addition, the
K*SQL [21] language, is a strict super-set of SASE+, as it can work
with nested words (XML data). Besides the languages, most of
these techniques use automata in order to detect specific patterns
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in a stream, like [18]. Our technique differs from them as we do
not aim to detect patterns on the fly, but instead, to construct the
infrastructure that allows for fast pattern queries in potentially
large databases. To this end, the work in [22] also uses pair of
events to create signatures, but for scalability purposes, this work
considers only the top-k most frequent pairs, which yields an
approximate solution, whereas we focus on exact answers. In
addition, [22] focuses on the proposal of specific index types,
whereas we follow a more practical approach, where are indices
are stored as Cassandra tables to attain scalability.

Pattern mining. For non-streaming data, a series of methods
have been developed in order to mine patterns. The majority
of these proposals are looking for frequent patterns; e.g., Sahli
et al in [26] proposed a scalable method for detecting frequent
patterns in long sequences. As another example, in several other
fields such as biology, several methods have developed, which
are typically based in statistics (e.g., [1, 15]) and suffix trees (e.g.,
[10]). Parallel flavors have also been proposed, e.g., in [7]. Other
forms of mined patterns include outlying patterns [5] or general
patterns with high utility as shown in [32]. It is not trivial to build
on top of these techniques to detect arbitrary patterns, because
these techniques typically prune non-interesting patterns very
aggressively.

Business processes. There are applications in business process
management that employ pattern mining techniques to find out-
lier patterns and clear log files from infrequent behavior, e.g.,
[16, 28], in order to facilitate better process discovery. Another
application is to predict if a trace will fail to execute properly;
for example, in [4, 17], different approaches to predicting the
next tasks of an active trace are presented. None of these tech-
niques addresses the problem of efficiently detecting arbitrary
sequences of elements in a large process database as we do, but
the technique in [27] encapsulates our main competitor, namely
[19]. Finally, in [8], a query language over business processes
was presented to support sub-process detection. The proposed
framework can be leveraged to support SC and STNM queries
over log entries rather than subprocesses, but this entails using a
technique like SASE, without any pre-processing. Our evaluation
shows that such techniques are inferior to our solution.

Other data management proposals. The closest work to ours
from the field of data management is set containment join queries,
e.g., [31]. However, this type of joins does not consider time
ordering. An interesting direction for future work is to extend
these proposals to work for ordered sequences rather than sets;
to date, this remains an open issue.

7 DISCUSSION

We have proposed a methodology to detect pattern according to
the Strict contiguity (SC) and Skip-till-next-match (STNM) policy
in large log databases, assuming that new events arrive and pro-
cessed in big batches. However, there are several issues that need
to be addressed with a view to yielding a more complete solution.
First, sequential patterns, in their more relaxed form, allow for
overlappings, which is commonly referred to as the skip-till-any-
match policy. Supporting such patterns places additional burden
to both the indexing process and query execution. Second, in
many cases, assuming a total ordering is restrictive and also, the
way some events may be logged, even in the same trace, cannot
be regarded as following a total order. For example, in predic-
tive maintenance in Industry 4.0, it is common to group events
in large sets ignoring their relative order, e.g., [29]. Extending



our approach to operate under partial ordering is an interesting
extension. Additionally, judiciously choosing the optimal update
period is an open issue and gives rise to a multi-objective problem
where low indexing time and result timeliness are contradicting
objectives. Finally, the pattern continuation techniques can ac-
count for other operation modes, where an event is not appended
only at the end, but also at arbitrary places in the query pattern.
Our proposal can be easily extended to cover these cases, but we
omit details here.

8 CONCLUSION

Despite the big advances in complex event processing and sequen-
tial pattern mining, efficient detection of arbitrary subsequences
in log databases is an overlooked issue. Our proposal fills this gap
and proposes indexing techniques along with query evaluation
algorithms that allow the user to detect any patterns according
to either the strict contiguity and the skip-till-next-match policy.
Compared to subsequence matching techniques that support only
strict contiguity, we show that our indexing can scale and also,
query processing times are competitive when both approaches
are applicable. Compared to Elasticsearch, a state-of-the-art solu-
tion, we build the indices faster and we run small queries faster,
while we are competitive in large queries. Further, our solution
can support exploration of pattern extension alternatives with dif-
ferent trade-offs between running time and accuracy and builds
on top of scalable technologies, like Spark and Cassandra.
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ABSTRACT

Detection of anomalies (i.e., outliers) in multi-dimensional data
is a well-studied subject in machine learning. Unfortunately, un-
supervised detectors provide no explanation about why a data
point was considered as abnormal or which of its features (i.e.
subspaces) exhibit at best its outlyingness. Such outlier explana-
tions are crucial to diagnose the root cause of data anomalies
and enable corrective actions to prevent or remedy their effect in
downstream data processing. In this work, we present a compre-
hensive framework for comparing different unsupervised outlier
explanation algorithms that are domain and detector-agnostic.

Using real and synthetic datasets, we assess the effectiveness
and efficiency of two point explanation algorithms (Beam [28] and
RefOut [18]) ranking subspaces that best explain the outlyingness
of individual data points and two explanation summarization
algorithms (LookOut [15] and HiCS [17]) ranking subspaces that
best exhibit as many outlier points from inliers as possible. To
the best of our knowledge, this is the first detailed evaluation
of existing explanation algorithms aiming to uncover several
missing insights from the literature such as: (a) Is it effective to
combine any explanation algorithm with any off-the-shelf outlier
detector? (b) How is the behavior of an outlier detection and
explanation pipeline affected by the number or the correlation of
features in a dataset? and (c) What is the quality of summaries
in the presence of outliers explained by subspaces of different
dimensionality?

1 INTRODUCTION

Detecting and diagnosing data anomalies are important tasks
in data processing pipelines used to build industrial-strength
Machine Learning (ML) systems [32]. Clearly, data points that
significantly deviate from other points in a dataset may be sys-
tematic errors, i.e., outliers, or may manifest changes in the data
generation process per se, i.e., novelties, that decrease the accu-
racy of the predictive models constructed downstream [29, 48].
In scientific and industrial monitoring applications, anomaly de-
tection is often the ultimate goal of the data analysis as it enables
the identification of unusual measurements (e.g., related to faults,
bio-indices, etc.) and/or of suspicious activities (e.g. intrusions,
fraud, etc.). Several unsupervised algorithms for anomaly detec-
tion have been proposed [2, 51] using different methods (e.g.,
proximity or isolation based) to distinguish outliers from inliers
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Figure 1: A 3d dataset with three 1d and 2d feature sub-
spaces

when labels of data points are impossible or difficult to obtain.
Unfortunately, these algorithms do not explain why a data point
was considered as abnormal, leaving analysts with no guidance
about where to begin their investigation.

In this paper, we focus on algorithms explaining the outly-
ingness aspects of multi-dimensional data points in the form of
subspaces of data features that best explain why a given outlier
deviates the most from the inliers. Such explanations are crucial
to diagnose the root cause of data anomalies [3] and enable cor-
rective actions to prevent or remedy their effect in downstream
data processing (e.g. by repairing data errors or retraining the
predictive models for concept drifts).

To illustrate, assume that we have a three dimensional dataset
with features F;, F2 and F3 and that we would like to explain the
outlyingness of points 01 and 02 depicted by a black circle and a
black square in Figure 1-a). In the full dimensional space of the
dataset, 01 exhibits a small deviation from most of the other points
in the dataset while 02 looks like an inlier although it exhibits a
significant outlyingness when considering the subset of features
{F, F3} (see Figure 1-d). We refer to the former case as full space
outliers and to the latter as subspace outliers. In both cases, we are
interested in explaining under which feature sets (aka subspaces)
points exhibit a high outlyingness. None of the 1d subspaces
{F1}, {F2} and {Fs} explain the outlyingness of the two points
(see Figure 1-b). The same is true for the 2d subspace {Fj, F3}
(see Figure 1-e). Subspace {Fy, F2} explains the outlyingness of
o1 only (see Figure 1-c), while {F, F3} explains the outlyingness
of both points (see Figure 1-d). We can observe that outlyingness
of o1 is higher in {F;, Fo} than in {F, F3}. Features contained
into the explanation of an outlier are called relevant. For instance,
F; and F; are relevant to the explanation of 02.

10.5441/002/edbt.2021.10
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We are primarily interested in unsupervised algorithms that
are both domain-agnostic (i.e., suitable for datasets from vari-
ous domains) and detector-agnostic (i.e., they can be employed
to explain outliers produced by any off-the-self detector). Our
choice of explanation algorithms is motivated by the fact that no
detector is good in all possible settings w.r.t data characteristics
(see the conclusions of several experimental studies [6, 8, 14]).
Hence we are interested in decoupling the outlier explanation
from detection, in contrast to several techniques proposed in Ex-
plainable Artificial Intelligence (XAI) such as output contribution
of attribute values [24, 33] or partial dependence plots [11].

We evaluate two point explanation algorithms, RefOut [18] and
Beam [28], that rank subspaces best explaining the outlyingness
of individual data points, and two explanation summarization
algorithms, LookOut [15] and HICS [17], that rank subspaces best
explaining the outlyingness of as many outlier points as possible.
These algorithms rely on outlyingness criteria of existing detec-
tors such as Local Outlier Factor (LOF) [5], Angle Based Outlier
Detection (ABOD) [21] or Isolation Forest (iForest) [23].

Although there exist several efforts for benchmarking outlier
detectors in batch [6, 8, 12, 42] and stream [22, 43] processing
settings, outlier explanation and summarization algorithms have
not yet been thoroughly evaluated under realistic assumptions.
To the best of our knowledge, this is the first comprehensive
and detailed evaluation of existing algorithms aiming to uncover
several insights missing from the existing literature. More pre-
cisely, our evaluation aims to answer the following questions:
1. Is it effective to combine any explanation algorithm with any
off-the-shelf outlier detector? 2. How is the behavior of an outlier
detection and explanation pipeline affected by the number of fea-
tures or their correlation in a dataset? 3. What is the quality of
summaries in the presence of outliers explained by subspaces of
different dimensionality?

The remaining of the paper is organized as follows. Section 2
introduces the outlier detectors and the point explanation and
summarization algorithms we integrated in our experimental
testbed. Section 3 details the pipelines of algorithms, the datasets
as well as the evaluation metric used in our testbed. Section 4
presents the conducted experiments and the conclusions drawn
regarding the missing insights. Section 5 surveys additional ex-
planation algorithms for data in rest or in motion and justify why
they have not been included in our study. Section 6 concludes
our work and presents plans for future research.

2 OUTLIER DETECTION AND
EXPLANATION ALGORITHMS

2.1 Unsupervised Outlier Detectors

Several methods have been proposed in the literature to measure
the abnormality of a data point in a dataset. In the following,
we survey three unsupervised methods that are widely used for
detecting outliers in datasets with multiple numerical® features [6,
8,12, 13, 42]. As the objective of outlier explanation is to retrieve
subspaces where the outliers are clearly separable from inliers,
we did not include any subspace-based outlier detector [20, 36]
to assess the quality of a particular subspace examined by the
explainer. The outlyingness criteria underlying each method have
respective strengths and weaknesses w.r.t. the characteristics
of the datasets (e.g., dimensionality) and outliers (e.g., highly
clustered or not).

! Anomaly detection methods for categorical data [41] are outside the scope of this
work.
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Figure 2: Examples of outliers in different subspaces de-
tected by (a) LOF, (b) Fast ABOD and (c) iForest

Density-Based methods, such as Local Outlier Factor (LOF)
[5] take into account the local density of points when searching
for outliers. An example of outliers detected by LOF is illustrated
in Figure 2-a). The point o1 is considered to be an outlier as it lies
on a sparse area while its nearest neighbors lie on dense areas.
The distance of a point p from o is computed using the following
reachability distance (reach-dist):

reach-distg (p < 0) = max{k-dist(o),d(p,0)}

where k-dist(o) is the distance of o to its kth nearest neighbor and
d(p, o) is the direct distance (e.g., Euclidean) between the two
points. LOF computes the local reachability density of a point p
as the inverse of the average reachability distance of p from its
k-nearest neighbors (kNN):

Irdi (p) = 1/(meanoekNN(p)reach—distk(p «—0))

Finally, the density of a point is compared to the average local
reachability density of its neighbors to obtain a score:

Irdy (o)
Irdy (p)

LOF’s time complexity is O(N?), where N is the number of points
in a dataset. Inliers obtain scores around 1 while outliers obtain
scores significantly larger than 1. LOF distinguishes effectively
outliers from inliers in regions of varying density where outliers
lie on highly sparse areas far from dense clusters.

Angle-Based methods compute for each given point, the an-
gles to other data points N. The Angle Based Outlier Detector
(ABOD) [21] uses the variance of these angles as an outlyingness
score. For example, as we can see in Figure 2-b), 01 is an outlier
as its neighbors are located in similar directions (small angle
variance), but o3 is an inlier as it is surrounded by its neighbors
in various directions (high angle variance). The ABOD score for
a given point 01 and any pair of points x1, x2 is computed as:

(x101, x201)
Var

x1.x2€N \ [|x707||? - ||x2071]|?

LOFy (p) = mean,einn(p)

ABOD(o07) =

As ABOD’s time complexity is O(N?), we are focusing on an effi-
cient ABOD variant (O(kN?)), called Fast ABOD, which computes
the angles of a particular point only to its k-nearest neighbors.
Small angle variance results to high ABOD score indicating high
outlyingness. Intuitively, a point is more likely to be an outlier
when it lies on the borders of the data distribution. ABOD avoids
to compute the distance between points, hence it is a suitable
detector for high dimensional datasets.

Isolation-Based methods estimate the probability of a point
to be an outlier on the basis of the number of partitions needed
to isolate it from the other points in a dataset. The less partitions
needed to isolate, the more likely a data point is to be an outlier.
For instance, in Figure 2-c) the point o1 is an outlier as it needs less
partitions to be isolated compared to the inlier 0,. Isolation Forest



(iForest) [23] exploits this property using a forest of random trees
built on samples of the dataset by uniformly selecting features
and their split values. The outlyingness score of a data point is
then computed by averaging over all trees the path length from
the root to the leaf node with the data point:

_E(h(x)
c(n)

s(x,n) =2

The score assigned to points is normalized within the range
[0,1], with outliers getting a score close to 1. iForest has a small
memory-footprint (O(tn)), where ¢ is the number of trees and
n is the subsample size. It achieves a sublinear time-complexity
(O(tnlogn)) by exploiting subsampling and by eliminating the
heavy cost of distance computation. Being agnostic to the dis-
tances (or densities) of points, iForest is able to detect outliers
effectively even if they are lying on less dense areas than the
majority of the points.

2.2 Point Explanation Algorithms

The objective of a point explanation algorithm is to discover the
subspaces that best explain the outlyingness of a multi-dimensional
point, i.e. the feature sets where this point deviates most in the
dataset. Such subspaces are called relevant w.r.t. to the expla-
nation of an outlier. Point explanation algorithms essentially
rely on a search strategy for exploring feature subspaces in a
dataset and an outlyingness criterion. The main challenge is that
no interesting monotonic property holds for most outlyingness
criteria [28], which prevents us to effectively prune the expo-
nential space of feature sets (2d) w.r.t. data dimensionality (d).
Using the detectors presented previously, an outlier discovered
in low-dimensional subspaces may become invisible, i.e., masked
by inliers in high-dimensional subspaces and vice versa.

RefOut [18] is a sampling based algorithm which employs
a stage-wise technique exploiting random subspace projections
to find relevant subspaces of a fixed dimensionality. The main
algorithmic steps of RefOut are illustrated in Figure 3. Initially,
RefOut builds a random pool of size n with random subspace
projections drawn from the full feature space of the dataset. In
the example of Figure 3, we depict a pool of size 4 that contains
3d random subspaces (i.e, 50% of the 6d dataset). Using an off-
the-self detector, the to-be-explained outlier p1 is scored in each
subspace of the pool. To avoid dimensionality bias when scoring
subspaces, the score of a point p in a subspace s, denoted as
score(ps) is standardized using Z-score as follows:

score(ps) — scores

VVar(scores)

RefOut follows a stage-wise technique. In stage 1, RefOut as-
sesses every single feature in the pool. In other words, in this
stage it collects the best univariate subspaces. In our example, for
the feature F1 RefOut partitions the pool into two populations
of random subspaces w.r.t. whether they contain or not the fea-
ture F1. To assess the importance of a feature for explaining the
outlyingness of the point p1, RefOut quantifies the discrepancy
of score populations between the two partitions under the hy-
pothesis that they have equal means. To test this hypothesis, the
two-sample Welch’s t-test [46] is employed as the two samples
may have unequal variances and/or unequal sample sizes. The
partitioning is repeated for every feature in the pool and the
top-k ones with the highest discrepancy are kept; in our exam-
ple we kept only {F1} for simplicity. In stage 2, RefOut applies
the same partitioning and scoring process for 2d subspaces by

score(ps)’ =
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Figure 3: RefOut steps to find 2d subspaces from a 6d
dataset to explain the point p1

taking the Cartesian product of the top-k subspaces from the
previous stage with all the univariate subspaces drawn from the
pool. In our example, since we are interested in 2d explanations
the process stops at stage 2 and the best subspace ({F1, F3}) is
returned as explanation of point p1. When multiple outliers have
to be explained, RefOut searches for relevant subspaces for every
point individually.

To sum up, the core idea of RefOut is to make subspace selec-
tion adaptive to the outlyingness score of each point and flexible
w.r.t. different detectors. It relies on a pool of random subspace
projections to assess the important features, that may contribute
to the detection of relevant subspaces for a specific point. As
feature importance is measured via the discrepancy of outlying-
ness score distributions, RefOut’s effectiveness depends strongly
on the ability of an off-the-self outlier detector to assign high
scores to outliers. In particular, RefOut makes the assumption
that outliers explained in low-dimensional subspaces exhibit a
significant outlyingness also in their high-dimensional supersets.

Beam [28] is a stage-wise greedy algorithm that takes as in-
put a particular point and returns the subspaces, up to a given
dimensionality, that best explain its outlyingness. Although the
maximum dimensionality of subspaces returned by Beam is pre-
defined, the algorithm may output subspaces of varying dimen-
sionality. Beam maintains two lists: (i) a global list of the best
subspaces considered as relevant across stages, (ii) a stage list
with the best subspaces in each stage. The main algorithmic steps
of Beam are illustrated in Figure 4 via an example requesting to
explain the outlyingness of a point p1 of a 6d dataset with up to
3d subspaces. Using an outlier detector, Beam scores exhaustively
in stage 1 all the 15 2d subspaces drawn from the 6 features space
of the dataset for the point p1. Then, the top-k scored 2d sub-
spaces will be inserted both into the stage list and global list. In
stage 2, the best 2d subspaces kept in stage list will be combined
with other features to form 3d subspaces as depicted in Figure 4.
The top-k 3d subspaces are then kept in the stage list, while the
global list is updated with the 3d subspaces with higher scores for
p1 than the 2d subspaces previously computed. As we required
3d explanations in our example, the process will stop at stage 2.
The global list is then returned as the result of the algorithm.

In a nutshell, Beam is a stage-wise greedy algorithm that ex-
ploits the top-k best relevant subspaces returned by early stages
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Figure 4: Beam steps to find subspaces up to 3 dimensions
from a 6d dataset to explain the point p1

to search for relevant subspaces in latter stages. Hence, its ef-
fectiveness depends strongly on whether a given point obtains
a high outlyingness score in lower projections of the relevant
subspace(s) that should be finally returned. In order to make a
fair comparison with RefOut, we report only the best subspaces
from the stage list in the final stage i.e., subspaces of predefined
maximum dimensionality. We call this variation Beampy.

2.3 Explanation Summarization Algorithms

The objective of an explanation summarization algorithm is to
discover for a set of outlier points, the subspaces that distinguish
as many outliers from inliers as possible. Explanation summariza-
tion algorithms also rely on a search strategy to explore feature
subspaces in a dataset. The main difference is that the outlying-
ness criterion is applied collectively for all outliers rather than
individually. The additional challenge stems from the fact that
some outliers may be explained by subspaces of different dimen-
sionality or in an extreme case all outliers could be explained by
different subspaces. We should stress that explanation summa-
rization is different from group identification and explanation.
In the former case, we consider all the to-be-explained points
as one group, while on the latter, the objective is to identify
these anomalous groups and retrieve explaining subspaces that
segregate each group from the normal instances [25].

LookOut [15] searches exhaustively subspaces of fixed dimen-
sionality and returns those that exhibit a certain utility. LookOut
was genuinely used to obtain 2d subspaces that can be easily
visualized in order to explain a set of outliers. However, we used
the algorithm to explore subspaces of high dimensionality as
well. LookOut formalizes explanation summarization as max-
imization problem using an objective function equipped with
the following properties: (i) non-negative , (ii) non-decreasing
and iii) sub-modular. As submodular optimization is known to
be an NP-hard problem, greedy approximation techniques are
used (e.g., with a 63% approximation guarantee [27]). The main
algorithmic steps of LookOut are depicted via an example in
Figure 5. Given (i) a set of outlier points P = {p1, p2, p3} and
(ii) a number of top-k explanation summaries (i.e., the budget of
the computation), LookOut constructs a subspace list S;;5; with
the top-k subspaces that maximize the scores of the three points
i.e., they provide a concise summary. Initially, LookOut employs
an off-the-self outlier detector to score all outliers in the three
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Figure 5: LookOut steps to find 2d subspaces from a 3d
dataset with budget b = 2 (bold values indicate the high-
est scores per table row)

possible 2d subspaces drawn from the 3d feature space of the
dataset. LookOut’s objective function for concise summarization
is defined as follows:

FSus) = )
pi€P

where score; j represents the outlier score that point p; received
in subspace s;. Then, to assess utility of a subspace s to the Sj;,,
LookOut examines its marginal gain computed as:

Af(5|slist) = f(Stist YUs) = f(Spist)

In our example of Figure 5, Sy;; is initially empty and subspace
{F1, F2} is inserted during the first iteration as all three points
obtain their best outlyingness score in this subspace. During the
second iteration, LookOut examines which of the two remaining
subspaces {F1, F3} and {F2, F3} provide the greatest marginal
gain for Sj;;. In our example, {F1, F3} has a higher marginal
gain than {F2, F3} as its maximizes p3’s score, while p1 and p2
scores are already maximized by {F1, F2}. The two subspaces
are compared w.r.t. the maximum scores of every point currently
in Sj;s+. As the budget in our example is 2 i.e., the number of
subspaces that will be included in explanation, the process stops
and the Sj;; is returned as a summary of the subspaces explaining
the points given as input.

In a nutshell, LookOut returns the top-k subspaces of fixed di-
mensionality that concisely explain multiple outliers. A subspace
is considered a good summary candidate at a certain iteration
step if it maximizes the overall score for at least one outlier.
Hence, LookOut’s effectiveness strongly depends on the ability
of an off-the-self outlier detector to highly score outliers in their
relevant subspaces.

High Contrast Subspaces (HiCS) [17] relies on a subspace search
strategy that exploits combinations of correlated features called
high contrast subspaces. The underlying intuition is that high
contrast subspaces have many empty regions and few very dense
regions, thus they are good candidates for separating outliers
from inliers. Figures 6-a) to -c) illustrate three subspaces with cor-
related features ({FO, F1}, {F0, F1, F8} and {F11, F12, F13}) while
Figure 6-d) a subspace with non correlated features ({F11, F12}).

max score;
Sj €Slist



Figure 6: Data distribution in augmented/projected sub-
spaces of HiCS Datasets

Subspace contrast in HiCS is measured using two-sample sta-
tistical tests? which are applied to the raw feature values under
the null hypothesis that both samples originate from the same
underlying probability density function. To enhance statistical
precision, HiCS performs the statistical test for several Monte
Carlo iterations and the average score is computed per subspace.

HiCS searches for high contrast subspaces via a stage-wise
technique. In the first stage, it scores exhaustively all the 2d sub-
spaces and selects the top-k based on their contrast. In next stage,
the best 2d subspaces, are used to construct 3d subspaces scored
again based on their contrast. The same procedure is repeated
for several stages until reaching the full feature space d of a d-
dimensional dataset; hence, the algorithm may retrieve subspaces
of varying dimensionality. HiCS has been originally evaluated
with LOF, but in principle any other off-the-self detector could
be employed. In order to make a fair comparison with LookOut,
we force HiCS to return subspaces of fixed dimensionality up to
a predefined stage. We call this variation HiCSgy.

To conclude, HiCS is a best effort algorithm that exploits sub-
spaces with correlated features to discover summaries of varying
dimensionality. Although the assumption that outliers are more
likely to appear in correlated features seems effective for highly
clustered anomalies, correlated subspaces may not always ex-
plain outliers, as depicted in Figure 1-e). The main novelty of
HiCS lies in the decoupling of the subspace search strategy from
the scores assigned by an off-the-self detector to a set of outliers.

3 BENCHMARKING ENVIRONMENT

The algorithms along with the datasets used in our testbed are
available in our GitHub repository® to ensure repeatability of
our experiments. Regarding outlier detectors, we used the im-
plementation of LOF and iForest from Scikit-learn [30] and Fast
ABOD from PyOD [50]. We have implemented LookOut, RefOut
and Beam in java and modified HiCS implementation from ELKI
[37]. Our primary concern in this work is the correctness of the
implemented explanation algorithms. All experiments were per-
formed in a Windows personal computer with a 4 core Intel i7
processor and 16GB of main memory.

2The Welch’s t-test or the Kolmogorov-Smirnov test.
Shttps://git.io/JvuO6
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