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ABSTRACT
In high-dimensional datasets some dimensions or attributes can
be more important than others. Whereas most algorithms neglect
one or more dimensions for all points of a dataset or at least for all
points of a certain cluster together, our method KISS (𝒌NN-based
Importance Score of Subspaces) detects the most important di-
mensions for each point individually. It is fully unsupervised and
does not depend on distorted multidimensional distance mea-
sures. Instead, the 𝑘 nearest neighbors (𝑘NN) in one-dimensional
projections of the data points are used to calculate the score for
every dimension’s importance. Experiments across a variety of
settings show that those scores reflect well the structure of the
data. KISS can be used for subspace clustering. What sets it apart
from other methods for this task is its runtime, which is linear
in the number of dimensions and 𝑂 (𝑛 log(𝑛)) in the number of
points, as opposed to quadratic or even exponential runtimes for
previous algorithms.

1 INTRODUCTION
As sensors in fields like biology and chemistry become more and
more sophisticated, websites collect more and more data about
their users, and IoT and manufacturing devices get equipped with
sensors that allow for predictive maintenance, the amount, granu-
larity and dimensionality of data increases. In order to still be able
to analyze the data in a meaningful way and in a reasonable time,
one often needs to reduce at least one of the three; this paper will
focus on the dimensionality. The more dimensions there are, the
more of them are not important and distort further data mining
tasks. The more dimensions, the longer it takes to process them
all: the running time of many algorithms increases exponentially
with the number of dimensions, especially of those designed for
fewer dimensions. But not only that: many distance measures
become more and more useless with an increasing number of di-
mensions [4]. Thus, instead of dragging along all dimensions of a
point, many methods focus on working on only a small subset of
the dimensions. The dimensions that a point is reduced to should,
of course, be the ones that capture the most relevant information
that this point contains. But to learn those important dimensions
proves difficult: users do not want to waste time studying the
data and its features thoroughly before applying a data mining
algorithm. However, most algorithms still require user input that
needs expert knowledge, or even require the user to label data by
hand. In addition, the number of possibly important subspaces is

© 2021 Copyright held by the owner/author(s). Published in Proceedings of the
24th International Conference on Extending Database Technology (EDBT), March
23-26, 2021, ISBN 978-3-89318-084-4 on OpenProceedings.org.
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

Figure 1: For different objects, different attributes or sub-
spaces can be relevant: texture, number of corners, color,
or a subset of those dimensions may be important.

exponential, making it a complex and time-consuming task to
find the most important one. As datasets grow in size and contain
data from different sources, one part of a dataset might differ a lot
from a different part. Nonetheless, methods for dimensionality
reduction typically try to find a common subspace for all data
points, which can potentially be completely unsuited for hetero-
geneous data. Often, every single point has its own properties
and thus the importance of a subspace may vary for each point,
as shown in Fig. 1: for objects 1,4,7 in the first column the texture
may be relevant, whereas it does not seem to be important for the
other objects, since every other texture only occurs once. Also,
for objects 1,2,3 in the first row and the quadrangles 4 and 5 in the
second row the number of corners may be important. The color
could be the best attribute to distinguish objects 1,5, and 9 in the
diagonal from the others. Thus, for object 1 all three considered
dimensions — number of corners, color, and texture — may be
relevant, while there are other objects in the same dataset for
which not all of those dimensions are important, e.g., for object
7 only the texture is relevant.

A method to score the importance and expressiveness of each
dimension for every point of a dataset individually without re-
quiring any user input that scales to high dimensionalities would
solve the problems mentioned above. In this paper, we develop
KISS, a 𝒌NN-based Importance Score of Subspaces, which fulfills
all of these requirements. KISS can detect the most important
subspace for a point fast and reliably in highly noisy data and
data where only few dimensions are important per point.

One of the fundamental considerations that led to KISS is that
those dimensions are most expressive for a point whose values lie
in a cluster. We use the observation that if a point lies in a cluster
in a certain subspace, the𝑘NNof the projections of this point onto
each dimension of this subspace intersect heavily. Since 𝑘NN in
one-dimensional projections of the data can be computed fast, we
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can efficiently calculate a score indicating the likelihood of the
point lying in a cluster in the considered dimension. Usage of the
𝑘NN prevents relying on non-expressive distance measures, and
there is no need for the users to know the data beforehand. KISS
is deterministic, simple, fully unsupervised, and scalable w.r.t.
the number of points as well as to the number of dimensions. It
is easy to implement and reliably detects important dimensions
for individual points fast. Our main contributions are as follows:

• We develop KISS, an importance scoring for every dimen-
sion for each individual point.

• KISS is fast w.r.t. both the number of points as well as the
number of dimensions.

• KISS is fully unsupervised
• KISS does not rely on any multidimensional distance mea-
sure that gets useless for a high number of dimensions.

2 RELATEDWORK
The problem of finding a global important subspace for all points
has been addressed in previous work, which we introduce in
Section 2.1. We restrict ourselves to algorithms that, like KISS
(and contrary to, e.g., PCA or FOSSCLU), work in the standard
basis of the vector space, as it simplifies getting insights into the
data, which KISS was developed for.

2.1 Subspace Search
There exists some work on scoring of dimensions, where RIS,
SURFING, and SCHISM are some of the most common algorithms.

RIS [6] produces a ranked list of all dimensions using a density-
based quality criterion (“interestingness") that requires multiple
parameters, which are set based on heuristic methods. The rating
is only a relative comparison between different dimensions of
the same dataset and is the same for all points.

SURFING [3] is a bottom-up approach that also returns the
most “interesting" subspaces of a dataset. It is, like KISS, based
on 𝑘NN, declaring subspaces as interesting in which "the k-nn-
distances of the objects differ significantly from each other" [3].
The 𝑘NN distances are computed w.r.t. the subspaces, making
their expressiveness dependent on the dimensionality of the
subspaces. The algorithm has a runtime complexity of 𝑂 (𝑚𝑛2),
where 𝑛 is the number of points and𝑚 is the number of different
subspaces analyzed, which is 2𝐷 in the worst case, making it
much less scalable regarding both the number of points as well
as the number of dimensions. Additionally, the minimum cluster
size 𝑘 has to be specified by the user.

SCHISM [8] extends the CLIQUE [2] principle and looks at the
density of grid cells using an adaptive threshold function 𝜏 given
by the user and applying the Chernoff-Hoeffding bound. It uses
several preprocessing steps and requires three user given param-
eters 𝑢, 𝜏 , and 𝜉 . Like RIS, and in contrast to KISS, it calculates
a global score for “interesting" subspaces that is not adapted to
individual points.

Although the dimension weightings at first glance seem to
be suitable for comparing with KISS, such a comparison proves
difficult: These dimension scoring methods do not return impor-
tant subspaces for each point individually, or require at least two
parameters set by the user, making it hard to objectively evalu-
ate without overoptimism. But most notably, they are far more
complex: The fastest of them, RIS, has runtime at least quadratic
in the number of dimensions as well as the number of points.
SCHISM is only linear in the number of points, but exponential in

the number of dimensions. SURFING is quadratic in the number
of points and exponential in the number of dimensions.

2.2 Subspace Clustering
We do not perform any clustering in this paper, but since we
define “important dimensions” as dimensions in which a point
lies in a cluster, there is a relation to the field of subspace clus-
tering. Even though subspace clustering algorithms also deliver
important dimensions in a way, their focus is different from KISS.
Whereas those algorithms often need to perform a complete
clustering of the dataset, we aim to get the relevant subspaces
directly, individually for every point. We do not need to know
the precise clusters to find important dimensions. Also, most of
those algorithms rely on parameters that are not easy to set. We
found that especially our first two goals, being fully unsuper-
vised, and returning individual scores for different points, are to
the best of our knowledge not achieved simultaneously by any
other algorithm in this field. COSA and DISH are most related
to our work, since they both consider subspaces for individual
points:

COSA [5] finds important subspaces individually for each point
using the 𝑘NN. A hierarchical clustering is applied based on a
dimension weighting matrix and the relevant dimensions can
be calculated based on the dimension weights of the respective
cluster members. Despite the similarities to KISS, there are two
major differences: First, users need to set a not quite intuitive
parameter 𝜆, which gives the “strength of incentive for clustering
on more dimensions" [7]. Second, the 𝑘NN are calculated in the
full-dimensional space, making COSA vulnerable to the loss of
expressiveness of distance measures in high dimensions.

DiSH [1] is a density-based algorithm that finds cluster hier-
archies and nested clusters. It has two parameters: a smoothing
factor 𝜇 representing the minimum number of points in a clus-
ter and 𝜀 for 𝜀-range queries. Even though DiSH also uses only
one-dimensional range queries and delivers subspace preference
vectors for every point, the nesting of subspaces makes it impos-
sible to determine the distinctly important subspaces. Also, the
vectors are only calculated in an intermediate step, and depend
on the parameter choices.

2.3 Possible Competitors
Finding suitable methods to compare KISS to is difficult: there are
a number of subspace clustering algorithms, but they perform
clustering, and not detection of the most important subspaces.
For some algorithms one could extract the important subspaces
of a point by looking at the subspace of the cluster the point was
assigned to. This assignment, however, can only be obtained after
an expensive clustering of the complete dataset. Some algorithms
like, e.g., RIS or SURFING rank the subspaces in a similar way as
KISS scores them, but they deliver one ranking for the complete
dataset, not for each point individually. To the best of our knowl-
edge, there is no algorithm yet that fulfills all of the requirements
we impose. In particular, returning individual dimension ratings
for each point and being completely unsupervised are very rare
properties. Nevertheless, to at least have some point of reference,
we exemplarily compare against CLIQUE, which is a grid-based
bottom-up approach for subspace clustering. It requires two pa-
rameters, 𝜉 and 𝜏 , which determine the number of intervals every
dimension is partitioned into and the density threshold. We try
out different parameter settings, showing that the results are very
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Figure 2: Projections of a 2-dimensional resp. 3-
dimensional cluster. Blue crosses are projections onto the
2-dimensional subspace, red triangles projections onto
one dimension.

sensitive to the parameter choices, whereas for KISS no parame-
ters need to be tuned. In addition, we use the quality criterion
of SURFING to obtain scores for every dimension and compare
KISS to them. However, those are global scores for all points and
not individual ones like those computed by KISS.

3 KISS
This section presents our newly developed dimension score KISS.
We first describe the basic idea to use the 𝑘 nearest neighbors
in one-dimensional projections of the 𝑛 data points to be able
to compute KISS, which gives a scoring for the importance of
every dimension for each individual point. Section 3.2 motivates
our idea mathematically. In Section 3.3 we develop the exact
formula of KISS, and present the complete KISS-based algorithm
to obtain the most important subspace of a point. We analyze the
complexity of our algorithm in Section 3.4.

3.1 Idea: Using One-dimensional 𝑘NN
If a point lies in a cluster in a 𝑑-dimensional subspace, most of
the 𝑘NN of this point in the projection of the dataset onto those
𝑑 dimensions will be members of that cluster, too. If we look at
only one of those 𝑑 dimensions (cf. the red triangles in Fig. 2),
we still see the cluster structure: the cluster on the left lies in
dimensions 𝑋 and 𝑌 , and the red triangles on the according axes
show a clear cluster structure. Projected onto those axes, most of
the one-dimensional 𝑘NN of a point will lie in the same (original)
𝑑-dimensional cluster as the point itself.

Following this observation, for a given point 𝑝 , we count for
every other point 𝑞 in how many dimensions it belongs to the
one-dimensional 𝑘NN of 𝑝 , giving us a Point Score 𝑃𝑆 (𝑝, 𝑞). A
high Point Score means that𝑞 is likely to be contained in the same
(higher-dimensional) cluster as 𝑝 , meaning that the dimensions
that they share carry more importance for 𝑝 than the others.
Summing up the Point Scores for each dimension individually
gives us a measure for the importance of each dimension, where
we account for outliers by incorporating the one-dimensional
distances to the 𝑘NN of a point.

3.2 Mathematical Perspective
In the following we give some theoretical insights which support
our idea.We denote cluster indices by superscripts and dimension
indices by subscripts, and see clusters as collections of points
drawn from a common probability distribution over R𝐷 .

Consider a cluster 𝐶1 with center 𝑐1 in dimensions {1, . . . , 𝑙}
(without loss of generality). We will consider the neighborhood of
points in dimension 1. Let𝐶2 be a different cluster with center 𝑐2

that overlaps with cluster𝐶1 in dimension 1, and assume that for
all points 𝑟1 ∈ 𝐶1 and all 𝑟2 ∈ 𝐶2 we have Pr( |𝑟11 − 𝑐1 | ≤ 𝜀) ≥ 𝛿
and Pr( |𝑟21 − 𝑐1 | ≤ 𝜀) ≥ 𝛿 , respectively, where 𝜀 > 0 and 𝛿 is
a value close to 1. Furthermore, 𝐶1 and 𝐶2 should not overlap
and be sufficiently far apart in the dimension that they share:
|𝑐11 − 𝑐

2
1 | ≤ 4𝜀 + 𝜀 ′ for an arbitrarily small 𝜀 ′ > 0. This is, e.g., the

case for all shared dimensions with high probability if 𝑐1 and 𝑐2
are uniform samples from a sufficiently large set in R𝐷 .
Let 𝑝1, 𝑝1 ∈ 𝐶1, and 𝑝2 ∈ 𝐶2. In addition, let 𝑞 be a point that
does not lie in any cluster in dimension 1 and is drawn from
a somewhat uniform distribution on a large enough interval.
Precisely, we require it to fulfill Pr( |𝑞 − 𝑐1,2 | ≤ 3𝜀) ≤ 𝛿 ′, where
𝛿 ′ is close to 0.
We now consider the distance of 𝑝1 to the other three points in
dimension 1.
For the point from the same cluster, we get

Pr( |𝑝11 − 𝑝
1
1 | ≤ 2𝜀) ≥ Pr( |𝑝11 − 𝑐

1
1 | + |𝑐11 − 𝑝

1
1 | ≤ 2𝜀)

≥ Pr( |𝑝11 − 𝑐
1
1 | ≤ 𝜀) Pr( |𝑐

1
1 − 𝑝

1
1 | ≤ 𝜀) ≥ 𝛿

2 ≈ 1.
The point from the other cluster yields

Pr( |𝑝11 − 𝑝
2
1 | ≤ 2𝜀) ≤ Pr( |𝑝11 − 𝑐

2
1 | > 𝜀 or |𝑝

2
1 − 𝑐

1
1 | > 𝜀)

≤ Pr( |𝑝11 − 𝑐
2
1 | > 𝜀) + Pr( |𝑝21 − 𝑐

1
1 | > 𝜀) = 2(1 − 𝛿) ≈ 0,

where for the first step we observed that at least one of 𝑝11, 𝑝
2
1

needs to lie outside of the 𝜀-interval around its cluster’s center,
and applied a simple union bound to obtain the second inequality.
Finally, for the point that does not lie in any cluster in dimension
1, we have, using the same arguments as above,

Pr( |𝑝11 − 𝑞1 | ≤ 2𝜀) ≤ Pr( |𝑝11 − 𝑐
1
1 | > 𝜀 or |𝑞1 − 𝑐

1
1 | ≤ 3𝜀)

≤ Pr( |𝑝11 − 𝑐
1
1 | > 𝜀) + Pr( |𝑞1 − 𝑐11 | ≤ 3𝜀) ≤ (1 − 𝛿) + 𝛿 ′ ≈ 0.

Thus, if 𝑘 is chosen smaller than the size of 𝐶1, the 𝑘NN of 𝑝11
will almost exclusively consist of points from 𝐶1. Thus,

E( |{𝑖 ∈ {1, . . . , 𝑙} | 𝑝1𝑖 is part of the 𝑘-NN of 𝑝1𝑖 }|) ≈ 𝑙
𝑘

|𝐶1 |
> 𝑙

𝑘

𝑛
,

where the last quantity corresponds to a uniform distribution of
points.

3.3 The Full Algorithm
KISS, the score indicating the importance of a dimension 𝑑 for
a point 𝑝 in a dataset 𝐷𝐵, depends on the 𝑘 nearest neighbors
(𝑘NN) of 𝑝 in the one-dimensional projection onto 𝑑 : 𝑘𝑁𝑁𝑝 (𝑑).
Note that their number can be larger than 𝑘 in case of ties, since
we chose the deterministic variant of 𝑘NN.

The more often a point occurs in the sets of one-dimensional
nearest neighbors of 𝑝 , the closer related it is to 𝑝 , which we cap-
ture in the Point Score 𝑃𝑆 (𝑝, 𝑞), where 1 is the indicator function:
𝑃𝑆 (𝑝, 𝑞) = ∑𝐷

𝑑=1 1{𝑞 ∈ 𝑘𝑁𝑁𝑝 (𝑑)}.
Higher values for 𝑘 lead to more accurate scores, as shown in

Fig. 3. However, the runtime of our algorithm depends on 𝑘 and
we would like to keep it𝑂 (𝑛 log(𝑛)) in the number of points (see
our complexity analysis in Section 3.4). For this reason, 𝑘 is set
to

√
𝑛, which is also in line with previous literature [5].

The importance a dimension 𝑑 has for a point 𝑝 depends not
only on the intersection of the 𝑘NN in this dimension with the
𝑘NN in the other dimensions, but also on the distance of those
𝑘NN. Otherwise, the important dimensions for outliers would
be distorted. Thus, the farther away a point in the 𝑘NN is, the
less influence it should have on the importance of the respec-
tive dimension, which is why we divide the Point Score of each
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Figure 3: Results for different values of 𝑘 . _𝑠1, _𝑠2, and _𝑐
denote different binarization methods, see Sec. 4.

𝑞 ∈ 𝑘𝑁𝑁𝑝 (𝑑) by the distance between the corresponding pro-
jections of 𝑞 and 𝑝 . Additionally, the computed value is divided
by the neighborhood size to account for ties among the nearest
neighbors:

𝐾𝐼𝑆𝑆 ′(𝑝,𝑑) = 1
|𝑘𝑁𝑁𝑝 (𝑑) |

∑
𝑞∈𝑘𝑁𝑁𝑝 (𝑑)

1
𝑑𝑖𝑠𝑡 (𝑝𝑑 , 𝑞𝑑 )

𝑃𝑆 (𝑝, 𝑞) (1)

Finally, KISS is normalized for every point by dividing every
value by the highest KISS occurring for the respective point:

𝐾𝐼𝑆𝑆 (𝑝, 𝑑) = 𝐾𝐼𝑆𝑆 ′(𝑝,𝑑)
max𝑒∈{1,...,𝐷 } 𝐾𝐼𝑆𝑆 ′(𝑝, 𝑒)

. (2)

This gives a value between 0 and 1 and allows for a meaningful
comparison between different points of a dataset.

3.4 Complexity
The calculation of the 𝑘NN of all points in all dimensions needs
𝑂 (𝐷 ∗ 𝑘 ∗ 𝑛 + 𝐷 ∗ 𝑛 ∗ log(𝑛)) steps, where 𝐷 is the number of
dimensions in the data set DB of size |𝐷𝐵 | = 𝑛. Computing the
𝑘NN in one dimension can be performed efficiently by sorting
the points w.r.t. this dimension and going to the left and right
of the query point in the sorted list. Given the 𝑘NN of every
point for every dimension, all Point Scores 𝑃𝑆 (𝑝, ·) w.r.t. a point
𝑝 can be calculated in𝑂 (𝐷 ∗𝑘) by iterating through the 𝑘 nearest
neighbors of 𝑝 in all 𝐷 dimensions, keeping track of the scores
via a hashmap where they get continuously updated. This has to
be done for all 𝑛 points, resulting in𝑂 (𝑛 ∗𝐷 ∗ 𝑘). For calculating
the KISS for a point 𝑝 and a dimension 𝑑 , we need to sum up
the Point Scores of all of 𝑝’s 𝑘NN in 𝑑 divided by their (one-
dimensional) distance in this dimension, which can be done in
𝑂 (1). The summation can be performed in 𝑂 (𝑘). We want to
compute the KISS for all points and all dimensions, thus we get
𝑂 (𝑛 ∗ 𝐷 ∗ 𝑘).

The KISS for all dimensions and all points can hence be com-
puted in time𝑂 (𝐷 ∗𝑘 ∗𝑛 +𝐷 ∗𝑛 ∗ log(𝑛) +𝑛 ∗ 𝐷 ∗ 𝑘 +𝑛 ∗𝐷 ∗𝑘) =
𝑂 (𝐷∗𝑛∗(𝑘+log(𝑛)), which is linear in the dimension𝐷 and close
to linear in the size of the dataset 𝑛. Runtime experiments con-
firmed this behavior, but were omitted due to space constraints.

4 EXPERIMENTAL EVALUATION
In Section 4.1 we introduce a technical tool that is needed to
validate our method against a ground truth. In Section 4.2 we de-
scribe our experiments, and summarize the results in Section 4.3.

Figure 4: Typically distributed scores for different dimen-
sions for a point 𝑝, sorted by descending normalized score.

Figure 5: Precision and recall using simple binarization
with different thresholds.

4.1 Binarization
To be able to validate our results and because for certain applica-
tions a division of the dimensions into important and unimpor-
tant ones can be needed, we suggest two possibilities to binarize
the values obtained by KISS. Ordered by score value, a typical
distribution of the scores for a point is shown in Fig. 4. If a point
lies in a cluster, the KISS of the according dimensions clearly
differs from the KISS of unimportant dimensions.

The naïve approach “simple binarization” of using a fixed
threshold for the normalized score based on which we set the
score to either 0 or 1, already delivers good results, as we show
in Section 4.2. Fig. 5 shows recall and precision for our base
case experiment and different values for the threshold, where 0.2
offers a good trade-off between the two. We performed the other
experiments with the thresholds 0.5 and 0.2, denoted by _𝑠1 and
_𝑠2, respectively.

Additionally, we developed a more sophisticated approach —
“complex binarization” —, which comes with an only negligable
increase in runtime, to improve our results even further. Here,
we look for the most appropriate cut position in the ranked
scores: e.g., for the KISS distribution depicted in Fig. 4 it could
be dimension 12 since the scores for all dimensions to the right
of it are significantly lower than the ones to the left of it. Our
approach for detecting this cut position in the score ranking
consists of first setting the importance of each dimension to 1
and then lowering it to 0 if its KISS lies below one of the three
thresholds described below.

We set all parameters required for the complex binarization
to the same reasonable values we give below for all experiments.
Both strategies are introduced mainly to be able to validate our
results against a binary ground truth. Note that the parameter
values rely on the data being scaled to the 𝐷-dimensional unit
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Figure 6: Transpose of the binary matrix for the base case
dataset computed using KISS with complex binarization.
The subspace boundaries are depicted as black lines.

hypercube. The three thresholds for the complex binarization
are:
(1) normalized threshold 𝑡𝑛 : If 𝐾𝐼𝑆𝑆 (𝑝, 𝑑) < 𝑡𝑣 = 0.1, then

𝐾𝐼𝑆𝑆 (𝑝, 𝑑) is set to 0.
(2) unnormalized threshold 𝑡𝑢 : Because we normalize the KISS

of each dimension by dividing by the largest KISS for this
point, even a point that is just random noise has at least one
dimension with score 1. However, the unnormalized value of
dimensions with a high normalized KISS for this noise point
will be significantly lower than the unnormalized values of
dimensions with a high normlized KISS for a point that lies
in a cluster. Thus, in addition to setting a threshold for the
normalized KISS, we also set one for the unnormalized KISS’
(cf. Equation 1): if 𝐾𝐼𝑆𝑆 ′(𝑝,𝑑) < 𝑡𝑢 , the score for 𝑑 is set to 0,
where 𝑡𝑢 equals the difference between mean and minimum
of all unnormalized scores.

(3) descent threshold 𝑡𝑑 : The descent threshold controls the de-
cline between consecutive KISS values. If
𝐾𝐼𝑆𝑆 (𝑝,𝑒)−𝐾𝐼𝑆𝑆 (𝑝,𝑑)

𝐾𝐼𝑆𝑆 (𝑝,𝑒) > 𝑡𝑑 = 0.7, where 𝐾𝐼𝑆𝑆 (𝑝, 𝑒) is the next
largest KISS value of 𝑝 , then all KISS values smaller than or
equal to 𝐾𝐼𝑆𝑆 (𝑝, 𝑑) become 0.
The result of the binarization can be expressed in a binary

matrix as in Fig. 6.
Empirically, setting 𝑡𝑛 significantly lower than 0.5 and 𝑡𝑑 rather

high allows for detecting more relevant dimensions and therefore
detecting subspaces of higher dimensionality. 𝑡𝑢 affects mostly
how well outliers are detected. However, setting this parameter
too high leads to very restricted binarized scores and can possi-
bly decrease the detection rate of the important dimensions of
the cluster points. In general, the parameters allow us to trade
precision for recall. KISS is supposed to be used in settings where
working with the original data without a significant reduction
of the dimensionality is infeasible, either due to limited human
capacity when manually analyzing the data or due to non-fa-
vorable dependence of a downstream task’s performance on the
number of dimensions. Hence we can live with a mediocre recall
if in return the precision is high, allowing us to get rid of many
dimensions, which is why we mainly focus on achieving a high
precision.

In real-world settings where one needs a binary division of
the dimensions, one typically has a (computational or storage)
budget of dimensions one can deal with in the downstream task,
and would binarize in a way so that exactly this many dimensions
are labeled as important.

4.2 Experiments
We test with both the simple and complex binarization of KISS
and denote the corresponding values with the abbreviations _𝑠
and _𝑐 , respectively. To have ground truth values for the impor-
tance of all dimensions, we generated data containing subspace
clusters with possibly overlapping subspaces. The clusters are

Figure 7: Average KISS for all points, partitioned accord-
ing to ground-truth based important subspaces. Red bars
show dimensions containing clusters.

Gaussians with mean randomly drawn from the uniform distri-
bution on the 𝐷-dimensional unit hypercube. The values for the
dimensions of a point that do not lie in a cluster are uniformly
distributed in the hypercube 1.

Looking at the distribution of KISS per important (accord-
ing to the ground truth) subspace in Fig. 7, we already see the
correlation to the cluster subspaces: the average scores for the
important dimensions (red bars) are visibly higher than those for
unimportant dimensions (blue bars). Noise points that do not lie
in any cluster are shown in the lower right diagram: the average
KISS values do not differ much. The precision we achieve for
both types of binarization are good, as can be seen in Fig. 8.

To the best of our knowledge there are no alternatives yet to
KISS (see Section 2.3). However, with CLIQUE and SURFING we
compare KISS to representative algorithms for subspace cluster-
ing and for subspace search. The comparison makes the disad-
vantages of having to set parameters as well as the benefit of
individual scores in contrast to a global ranking clear.

Among others, Fig. 8 shows results obtained with CLIQUE
for different parameter configurations. Even though CLIQUE
was able to obtain high recall values, the precision was even for
the best parameter settings much lower than for KISS (for both
binarizationmethods).We also see that the results heavily depend
on the choice of CLIQUE’s parameters, with precision ranging
from 35% to 77% and recall from 53% to 87%. Fig. 8 further includes
the results obtained by binarizing the “quality” of each particular
dimension as computed by SURFING for different values of 𝑘 (in
the same way as we binarize the KISS values). The classification
performance of SURFING is very dependent on the parameter
choice as well. With a good choice, it is able to achieve a high
recall, but, as expected, the precision values are rather low, since
the quality assignments are the same for all points, which does
not match the ground truth.

Starting from this base case, we altered one parameter of the
data in each of the following subsections to investigate KISS’
behaviour w.r.t. this parameter.

4.2.1 Number of points. Changing the number of points 𝑛 did
not affect the precision, recall or accuracy of KISS significantly.

1The settings for our base case dataset are as follows: number of points 𝑛 = 10000,
dimensionality of point 𝑝 : 𝑑𝑖𝑚 (𝑝) = 20, percentage of noise 𝑛𝑜𝑖𝑠𝑒 = 0.1, set of
dimensions in subspace 𝑆𝑖 : 𝑆0 = {0 . . . 3}, 𝑆1 = {14 . . . 19}, 𝑆2 = {2, 5, 10, 16, 18},
percentage of points w.r.t.𝑛 lying in subspace𝑆𝑖 : |𝑆𝑖 | = [0.3, 0.3, 0.3], dimensional-
ity of 𝑆𝑖 :𝑑𝑖𝑚 (𝑆𝑖 ) = [4, 6, 5], number of clusters in subspace 𝑆𝑖 :𝑛𝑐 (𝑆𝑖 ) = [1, 2, 1],
variance of cluster𝐶𝑖 : 𝑣𝑎𝑟 (𝐶𝑖 ) = [1.5, 1.0, 1.3].
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Figure 8: Results for KISS, SURFING, and CLIQUE for the
base case dataset and different parameters 𝜉 and 𝜏 resp. 𝑘 .
Same color indicates same parameters.

The three values deviated by at most 3% for 𝑛 ∈ {5 000, 10 000,
25 000, 50 000, 75 000, 100 000}.

4.2.2 Number of dimensions. With growing number of dimen-
sions (while keeping the ratio of dimensions lying in important
subspaces the same) the recall decreases, but the precision, which
we put more emphasis on, stays high.

4.2.3 Noise. Increasing the percentage of pure noise points
leads to less points in each cluster, thus precision drops. Nev-
ertheless, the decrease of quality is slow, and up to 50% of data
can be pure noise points before precision falls below 75% (for the
complex binarization).

4.2.4 Number of subspaces. We examine KISS for up to 10
different subspaces and obtain good results with precisions above
73% in all cases. Additionally, recall as well as accuracy diminish
only slightly with increasing number of subspaces.

4.2.5 Subspace size ratio. We tested several size ratios be-
tween the three base case subspaces our dataset consists of. In
our base case, every subspace contains one third of the non-noise
data points. We set the share of instances in the first subspace to
values {0.4, 0.5, 0.6, 0.7, 0.8}, while dividing the remaining points
equally among the other two subspaces (and additionally keeping
the 10% noise of the base case). The quality of the scores hardly
changed: we received precision values for the simple binarization
between 83% and 85%, and between 84% and 86% for the complex
binarization. Recall values ranged between 39% and 41%, and 47%
and 49%, respectively, showing that the size ratio of the subspaces
does not constitute a problem for KISS. Thus, even subspaces
containing only very few points of the complete dataset can be
found as easily as bigger subspaces.

4.2.6 Number of clusters per subspace. With an increasing
number of clusters, precision as well as recall decrease, since
there are fewer points per cluster that could help identify a point
in the cluster.

4.2.7 Density of clusters. We tested several density settings
for the clusters. When all subspaces contain similarly dense clus-
ters, the quality decreaseswith lower density (i.e., higher standard
deviation). If each subspace contains differently dense clusters,
the results are rather determined by the average density than by
the lowest or highest occurring density. Thus, a large difference
in cluster density does not influence the results negatively.

1When adding more subspaces to the base case dataset, we use the same settings
as for the original subspaces: the points are evenly distributed among the sub-
spaces, and the cluster settings of the clusters lying in subspaces 𝑆0+3𝑖 , 𝑆1+3𝑖 , 𝑆2+3𝑖
correspond to the settings of the clusters lying in subspaces 𝑆0, 𝑆1, 𝑆2 .

4.3 Summary of Results
Our experiments show that KISS achieves a high precision and
reasonable recall across a wide range of settings. With a high
number of subspaces or clusters the performance starts to de-
grade, but KISS is robust to noise and can deal with high numbers
of points as well as clusters of different density. We would like
to point out that the experiments only show a small part of KISS’
capabilities, since the original KISS is a continuous value, which
we just binarized here, and likely not even optimally.

5 CONCLUSION AND FUTUREWORK
We developed KISS, a scoring that assigns an importance value to
each dimension of each point of a dataset. It is scalable, does not
suffer from the curse of dimensionality, since it replaces multi-
dimensional distance measures by one-dimensional ones, and
does not require significant user involvement to set parameters.
Its runtime is linear in the dimensionality and close to linear in
the number of points, setting it apart from similar methods.

KISS has numerous applications, both as a tool to get an insight
into datasets as well as a foundation for data mining applications,
in particular to accelerate downstream tasks or to make them
more robust to noise. We are currently working on some of the
most immediate extensions: (1) performing clustering using espe-
cially the most relevant dimensions for each point; and (2), using
KISS for outlier and noise detection, following the observation
that points that have a low KISS in every dimension are typically
in none of those in a cluster. We encourage the usage of KISS for
preprocessing data and gaining knowledge in an early stage of a
data anlysis process, since it is simple, fast, delivers good results
and does not require parameter tuning.
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