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Foreword

This volume corresponds to the Special Issue dedicated to the International Network Optimization Conference
(INOC 2019), held in Avignon, France, from June 12 to June 14, 2019. This volume contains 20 papers (6 pages
long) that were subject to a review process, each of them corresponding to a presentation at the conference.
INOC conferences are organized biannually by the European Network Optimization Group (ENOG), a work-
ing group of EURO. The aim of this conference is to provide researchers from different areas of Operations
Research, with the opportunity to present and discuss their results and research on the field of Network Op-
timization, in an inspiring and bridge building environment where fruitful ideas may flow freely. INOC 2019
is the 9th edition of this event and the second to take place in France. Previous editions were held in Lisbon
(2017), Warsaw (2015), Tenerife (2013), Hamburg (2011), Pisa (2009), Spa (2007), Lisbon (2005) and Paris (2003).
INOC 2019 was organized in Avignon, at the University of Avignon, in collaboration with the Laboratoire
d’Informatique d’Avignon and the Laboratoire d’Informatique, de Robotique et de Microélectronique de Mont-
pellier.
In INOC 2019 there were two types of submissions: full papers (4-6 pages long) and extended abstracts (1-2
pages long). We received a total of 28 full papers and 39 extended abstracts. After a peer-review process 21 full
papers and 38 extended abstracts were accepted. The papers included in this volume correspond to 20 of the
accepted full papers. In total, we had 58 contributed presentations. In addition, there were 3 invited plenary
sessions

• “Scalable On-Demand Mobility Services” by Pascal Van Hentenryck (Georgia Tech, USA)

• “Hub Location Problems: Applications, Models and Solution Methods” by Hande Yaman (KU Leuven,
Belgium)

• “Analyzing Network Robustness via Interdiction Problems” by Rico Zenklusen (ETH Zurich, Switzer-
land)

and two tutorials

• “Modern Branch-and-Cut-and-Price for Vehicle Routing Problems” by Ruslan Sadykov (Inria Bordeaux
Sud-Ouest, France)

• “Linearization techniques for MINLP: recent developments, challenges and limits” by Sandra Ulrich
Ngueveu (Toulouse INP, France)

Benoit Darties, Michael Poss
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ABSTRACT
Modern societies rely on the critical infrastructure networks to
ensure their operability and existence. Most of the recent re-
search and government planning revolves around maintaining
the proper and continuous functioning of these critical infrastruc-
ture networks. However, these critical infrastructure networks
do not exist on their own, but they perform interdependently.
Thus, the study of forming resilient interdependent infrastruc-
tures against natural or man-made large-scale disruptions and
planning the restoration of these critical networks becomes a
more complex challenge. As such, the frequency of large-scale
disruptions appears to be increasing and devastating for the
surrounding communities in the long-term, the social and ge-
ographic aspects of these disruptions should be emphasized in
the restoration planning studies so that resilience and well-being
of the served community is also optimized. In this work, we
integrate (i) a resilience-driven multi-objective mixed-integer
programming formulation that schedules the restoration of dis-
rupted components in each network with (ii) a geographically
distributed social vulnerability index and population density ra-
tio and (iii) a spatial risk measure to assign the impact of the
surrounding environment to the system. This model is illustrated
with an example study in Shelby County, TN in the United States.

1 INTRODUCTION
Critical infrastructure networks, such as power, natural gas, and
water distribution, form the backbone of modern societies to
provide their daily needs and ensure their safety, high socio-
economic standards, and quality of life. However, these critical
infrastructures have experienced various disruptions in the past
and continue to be subject to both external and internal stressors
such as aging-induced system failures, natural disasters, and
malevolent attacks. Hence, given the inevitability of these large-
scale disruptions, an ability to adapt and quickly recover from
these disruptions is extremely crucial for both the interdependent
infrastructure networks and their surrounding communities.

Moreover, these networks have become more dependent on
each other where they contain a bi-directional relationship to
operate properly and more efficiently [30]. This type of a com-
plex coordination that is caused by physical, spatial, cyber, or
logical interdependencies can increase performance efficiency
and reduce the resource consumption of these networks since
the output of one network could be the input of another. How-
ever, due to the existence of such complex coordinations, there
is a possibility of chain reactions of dysfunctionality between
the interdependent components due to disruption in a single

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the
International Network Optimization Conference (INOC), June 12-14, 2019:
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

network. Hence, this type of bi-directional relationships could
enhance the overall network vulnerability since complete sys-
tem failure could be caused by a disruption in a single network.
Therefore, the study of recovery planning to ensure a desired
level of resilience in these highly vulnerable networks become a
crucial challenge [7, 22, 36]. Hence, the importance of addressing
risks associated with the interdependencies among the critical
infrastructures through building secure and resilient networks
is highlighted in many governmental planning documents [28]
and examined in recent literature work [1, 4, 18].

Further, the socio-economic status and the demographics of
the served community, as well as the spatial risks related to the
surrounding environment and the location of these networks,
could increase the impact of disruptions [24] over the system
performance, thus system resilience. Therefore, resilience and
recovery planning studies for the interdependent infrastructure
networks should take social and spatial vulnerabilities into ac-
count to reveal more reliable and comprehensive guidance to
decision makers.

In this work, we study the problem of interdependent infras-
tructure network restoration after the occurrence of a disruptive
event with a focus on the vulnerability of society that interacts
with the network and additional hazard risk of the surrounding
environment. As for the results, we observe that when additional
community and spatial resilience measures are included in the
problem, both the optimal restoration schedule of disrupted com-
ponents and the performance of networks through the restoration
process show changes. Therefore, the overall system resilience
through time differs when community and spatial vulnerability
measures are taken into account.

2 BACKGROUND
2.1 Network Resilience
The term resilience is defined as the ability to withstand, adapt to,
and recover from a disruption [27]. Even though the definition
is commonly agreed, many different approaches are introduced
in the literature to formulate and quantify the resilience of a
network. Some of the proposed measurement methods include
(i) describing the resilience as the normalized area underneath
the performance graph [11], (ii) representing the resilience as
a function of topological measures [32], and (iii) quantifying
resilience as the probability of recovery [21].

As shown in Figure 1, two primary dimensions of resilience,
vulnerability and recoverability, help characterize network re-
silience [5]. The vulnerability of a network states the magnitude
of damage in the performance of a network due to a stressor [19],
where the recoverability of a network refers to the speed at which
the network reaches to its desired performance level [31]. Hence,
resilience is measured in this work as the of network recovery
over network loss through complete recovery period [17].
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Figure 1: The Network Performance ϕ(t ) across the Before,
During and After States of a Disruptive Event [17].

2.2 Recovery of Infrastructure Networks
The study of optimally scheduling the restoration of infrastruc-
ture networks is emphasized in the last decade especially due to
the high frequency of both natural disasters and the malevolent
attacks. In the literature, a mixed-integer programming is devel-
oped with an objective of minimizing the total cost associated
with the flow and unmet demand in the network system [20].
Another optimization model is for the restoration of disrupted
components in the interdependent networks is formulated in
such a way that each component is assigned with a recovery
due date that should be satisfied [15]. A different mixed-integer
programming model is proposed that (i) determines the set of
disrupted components that should be restored and (ii) assigns the
related work crews through the restoration that would ensure
the minimum total cost of flow, unmet demand and restoration
activities [33]. More recently, an interdependent infrastructure
network design problem is introduced in the literature that sched-
ules the restoration activities of the disrupted components under
certain budgetary and resource-based constraints [16]. Finally, a
different approach is defined as a two-phase recovery for physi-
cally interdependent critical infrastructures that includes both
a linear and a mixed-integer programming with the objectives
of minimizing the flow cost and maximizing the total amount of
commodity deliveries in the system [35].

In this study, we extend a previously proposed approach for
the restoration scheduling of interdependent infrastructure net-
works [2] in such a way that the modified resilience-driven multi-
objective mixed integer programming model would account for
the additional risk and vulnerability measures of the surround-
ing environment. Hence, the newly optimal restoration schedule
of disrupted components would prioritize the community and
spatial resilience perspectives.

2.3 Social Vulnerability
Social vulnerability is defined by the set of characteristics of a
group or individual that influence their capacity to anticipate,
cope with, resist, and recover from the impact of a hazard [6].
Many studies propose to identify the behavioral aspects, human
occupancy, and response level of societies that are shaped by
these different socio-economic characteristics.

The social vulnerability of a community is often defined by the
number and the availability of recovery resources. Such resources
for a disrupted region include the number of work crews, restora-
tion equipment, number of physicians, their dispatch locations
[26], shelter number and capacity [34], and medical capacity [3].
However, some of the proposed studies revolve around the idea
that certain social and economic characteristics, namely inequal-
ities and differences in the society, have an effect on vulnerabil-
ity and recoverability. Some of the most commonly considered

demographics are racial and technical inequalities [26], and ed-
ucational inequalities [25, 26] where according to the way that
these socio-economic characteristics are defined, they either con-
tribute to or counteract the resilience of the communities against
disruptive events.

A common algorithm to quantify social vulnerability is the
Social Vulnerability Index (SoVI), which is a measure that is
formulated by the different levels of age, gender, race, wealth, and
occupation of the citizens [12]. This proposed algorithm considers
multiple socio-economic characteristics to define vulnerability
levels based on the cumulative effect of all the demographics.
These socio-economic characteristics are utilized to identify the
42 variables that are grouped into 11 factors to be used in the SoVI
algorithm [12]. These 11 factor groups that are listed in Table 1,
are used to measure the social vulnerability index of communities
to accurately estimate their recoverability, resilience capacity and
response level against a possible stressor.

Table 1: Social Vulnerability Index Factors

Personal wealth Ethnicity (Native-American)
Age Occupation

Ethnicity (Hispanic) Infrastructure dependence
Race (African-American) Housing stock and tenancy

Race (Asian) Density of the built environment
Single-sector economic dependence

In this study, we utilize a reduced version of the SoVI algorithm,
the SoVI-Lite approach [14]. The SoVI-Lite approach contains
less technical implementation but efficient data compilation [14].
An overview of the SoVI-Lite implementation is as follows:

1. Calculate the ratio of the population that is included in the all
possible 42 socio-economic variables

2. Standardize the percentages of variables to the z-scores
3. Assign signs to the z-scores according to the influence of a

higher percentage level of the variables on social vulnerability
concept

4. Sum all the z-scores

We also normalize the final sum of z-scores for each geo-
graphic region such that a SoVI of 0 suggests the least socially
vulnerable and of 1 suggests the most socially vulnerable com-
munity.

2.4 Spatial Risk
In addition to social demographics, the surrounding environment
and changes in spatial conditions also affect the impacts of a
disruption as experienced by a community [14]. These spatial
conditions refer both the type of the local region (e.g., village,
sub-district) [37] and the geographic location (e.g., island, coastal
area, volcanic risk area, seismic hazard zone). [9].

In this study, we consider the geographic location as the spatial
risk indicator where risk is caused by the high possibility of
being subjected to a specific natural disaster, an earthquake. To
quantify earthquake risk, we use the peak ground acceleration
(PGA) measure to formally express the expected seismic hazard
impact due to a ground shake [13].

Additionally, we scale the PGA measures of different geo-
graphic regions to be between 0 and 1. For the PGA measures,
similar to the SoVI scores, 0 represents spatially the least risky
location and 1 represents spatially the most risky location.

2



3 PROPOSED MODEL
We extend a multi-objective resilience-driven restoration op-
timization model for restoration scheduling of interdependent
infrastructure networks in such a way that differing levels of com-
munity and spatial resilience measures are taken into account
while planning the recovery process optimally after a disruption.
We integrate social vulnerability, population density, and spatial
risk measures into the resilience maximization and total restora-
tion cost minimization objectives to ensure that the restoration
scheduling is driven by community and spatial resilience per-
spectives.

3.1 Model Assumptions
In the proposed multi-objective resilience-driven mixed-integer
programming model, the following assumptions hold: (i) each
network consists of nodes and links that are either not disrupted
or fully disrupted, (ii) the recovery duration can vary for each
component in each network, (iii) disrupted components are not
operational unless their restoration is completed, (iv) the demand
and supply of the nodes and the flow of the links are known in
advance, (v) a known unmet demand penalty, restoration, and
flow cost is associated with component in each network, (vi) for
a component to be functional all the physically interdependent
components must be functional as well,(vii) a fixed number of
work crews are assigned to each network for restoration, and
finally (viii) a specific disrupted component could be restored by
a single work crew at a certain time period.

3.2 Model Notation
The sets, parameters, and the decision variables of the proposed
optimization model for interdependent infrastructure network
restoration problem are listed in Table 2, 3 and 4, respectively.

Table 2: Sets of Restoration Model

Notation Explanation

T Available recovery time horizon, T = {1, . . . ,τ }
K Interdependent infrastructure networks, K = {1, . . . ,κ}
N Nodes of the networks
L Links of the networks
N ′ Disrupted nodes
L′ Disrupted links
N k Nodes in network k ∈ K

Lk Links in network k ∈ K

Rk Restoration work crews for network k ∈ K

N k
s Supply nodes in network k ∈ K , N k

s ⊆ N k

N k
d Demand nodes in network k ∈ K , N k

d ⊆ N k

N
′k Disrupted nodes in network k ∈ K , N

′k ⊆ N k

L
′k Disrupted links in network k ∈ K , L

′k ⊆ Lk

Ψ Interdependent nodes

3.3 Objectives of Model
The total amount of unmet demand in the network states the sys-
tem loss that is caused by the disruptive event. Thus, decreasing
the amount of total unmet demand to a desired level refers to
enhancing system performance and represents the effectiveness
of the restoration process. Hence, the resilience of the system
would be formalized by the cumulative recovery of the inter-
dependent infrastructure networks over the total system loss
through a certain time horizon as in Eq. 1.

Table 3: Parameters of Restoration Model

Notation Explanation

bki Amount of maximum flow at node i ∈ N k

SoV Iki Social vulnerability index for demand node i ∈ N k
d

V k
i Social vulnerability score for demand node i ∈ N k

d
Pki Population density for demand node i ∈ N k

d
PGAki Peak ground acceleration measure for demand node i ∈ N k

d
Gk
i Peak ground acceleration score for demand node i ∈ N k

d
Qk
i Unmet demand of node i ∈ N k

d after disruption
µk Weight of each network k ∈ K

f nki Restoration cost for disrupted node i ∈ N
′k

f lki j Restoration cost for disrupted link (i, j) ∈ L
′k

cki j Unitary flow cost for link (i, j) ∈ Lk

pki Unmet demand penalty cost for demand node i ∈ N k
d

dnki Restoration duration of the disrupted node i ∈ N
′k

dlki j Restoration duration of the disrupted link (i, j) ∈ L
′k

uki j Flow capacity of link (i, j) ∈ Lk

Table 4: Decision Variables of Restoration Model

Notation Explanation

skit Amount of unmet demand at node i ∈ N k
d at time t ∈ T

xki jt Flow through link (i, j) ∈ Lk at time t ∈ T

yki Restoration status of node i ∈ N
′k

zki j Restoration status of link (i, j) ∈ L
′k

αki jt Operational status of link (i, j) ∈ L
′k at time t ∈ T

βkit Operational status of node i ∈ N k

γkrit Work crew assignment to node i ∈ N
′k for restoration

δkri j Work crew assignment to link (i, j) ∈ L
′k for restoration

max
∑
k ∈K

µk
τ∑
t=1

(
t
[ ∑

i ∈N k
d

(
Qk
i V

k
i P

k
i G

k
i

)
−

∑
i ∈N k

d

(
skitV

k
i P

k
i G

k
i

)]
∑
i ∈N k

d

(
τQk

i V
k
i P

k
i G

k
i

)
−(t − 1)

[ ∑
i ∈N k

d

(
Qk
i V

k
i P

k
i G

k
i

)
−

∑
i ∈N k

d

(
ski (t−1)V

k
i P

k
i G

k
i

)]
∑
i ∈N k

d

(
τQk

i V
k
i P

k
i G

k
i

) )
(1)

The second objective of the proposed model takes the total
cost associated with the (i) restoration process that includes the
recovery of the disrupted nodes and links, (ii) the flow cost, and
(iii) the penalty cost of the leftover unmet demand in the system
which fluctuates by both the social and geographical vulnerability
levels of the service areas of the demand nodes. Therefore, the
minimization of the total cost objective would be formulated as
in Eq. 2.

min
∑
k ∈K

( ∑
i ∈N ′k

f nki y
k
i +

∑
(i, j )∈L′k

f lki jz
k
i j

+
∑
t ∈T

[ ∑
(i, j )∈Lk

cki jx
k
i jt +

∑
i ∈N k

d

pki V
k
i P

k
i G

k
i s

k
it

] )
(2)

3.4 Mathematical Model
The explained objectives are subject to the following constraints.
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∑
(i, j )∈Lk

xki jt −
∑

(j,i )∈Lk
xkjit = 0, ∀i ∈ N k \ {N k

s ,N
k
d }, (3)

k ∈ K , t ∈ T∑
(j,i )∈Lk

xkjit + skit = bki , ∀i ∈ N k
d ,k ∈ K , t ∈ T (4)

xki jt − uki jβ
k
it ≤ 0, ∀(i, j) ∈ Lk , i ∈ N k ,k ∈ K , t ∈ T (5)

xki jt − uki jβ
k
jt ≤ 0, ∀(i, j) ∈ Lk , j ∈ N k ,k ∈ K , t ∈ T (6)

xki jt − uki jα
k
i jt ≤ 0, ∀(i, j) ∈ Lk ,k ∈ K , t ∈ T (7)

β k̄īt ≤ βkit , ∀

(
(i,k), (ī, k̄)

)
∈ Ψ (8)

zki j = ∑
r ∈Rk

∑
t ∈T

δkri jt , ∀(i, j) ∈ L
′k ,k ∈ K (9)

yki = ∑
r ∈Rk

∑
t ∈T

γkrit , ∀i ∈ N
′k ,k ∈ K (10)

∑
(i, j )∈L′k

min(τ ,t+dlki j−1)∑
l=t

δkri jl +

∀k ∈ K , r ∈ Rk , t ∈ T (11)∑
i ∈N ′k

min(τ ,t+dnki −1)∑
l=t

γkril ≤ 1

βkit ≤
∑

r ∈Rk

t∑
l=1

γkril , ∀i ∈ N
′k ,k ∈ K , t ∈ T (12)

αki jt ≤
∑

r ∈Rk

t∑
l=1

δkri jl , ∀(i, j) ∈ L
′k ,k ∈ K , t ∈ T (13)

dlki j−1∑
t=1

αki jt = 0, ∀(i, j) ∈ L
′k ,k ∈ K (14)

dnki −1∑
t=1

βkit = 0, ∀i ∈ N
′k ,k ∈ K (15)

∑
r ∈Rk

dlki j−1∑
t=1

δkri jt = 0, ∀(i, j) ∈ L
′k ,k ∈ K (16)

∑
r ∈Rk

dnki −1∑
t=1

γkrit = 0, ∀i ∈ N
′k ,k ∈ K (17)

skit ≥ 0, ∀i ∈ N k
d ,k ∈ K , t ∈ T (18)

xki jt ≥ 0, ∀(i, j) ∈ Lk ,k ∈ K , t ∈ T (19)
yki ∈ {0, 1}, ∀i ∈ N

′k ,k ∈ K (20)
zki j ∈ {0, 1}, ∀(i, j) ∈ L

′k ,k ∈ K (21)
βkit ∈ {0, 1}, ∀i ∈ N k ,k ∈ K , t ∈ T (22)
αki jt ∈ {0, 1}, ∀(i, j) ∈ L

′k ,k ∈ K , t ∈ T (23)
γkrit ∈ {0, 1}, ∀i ∈ N

′k ,k ∈ K , t ∈ T , r ∈ Rk (24)
δkri jt ∈ {0, 1}, ∀(i, j) ∈ L

′k ,k ∈ K , t ∈ T , r ∈ Rk (25)

In the proposed mathematical model, the first two constraints,
Eqs. (3) and (4), govern the flow conservation of node i ∈ N k .
In Eqs. (5) to (7), capacities of the network components are for-
mulated. Eq. (8) governs the physical interdependency between
nodes. In Eqs. (9) to (18), the restoration process of disrupted
components is formulated, where Eqs. (9) and (10) ensure the
work crew assignment for to be restored components, Eq. (11)
ensures that a single work crew can restore at most one disrupted
component in network k ∈ K at a specific time t ∈ T , Eqs. (12)
and (13) ensure the operability of a component when its restora-
tion is completed, and Eqs. (14) to (18) ensure that for a disrupted
component to be functional, its restoration should be completed.
Finally, the nature of decision variables in the optimization model
is represented in Eqs. (18) to (25).

4 ILLUSTRATIVE EXAMPLE
The proposedmodel is applied to data collected for Shelby County,
Tennessee in the United States, whose geographic location is the
epicenter of the New Madrid Seismic Zone [16].

The three distinct critical interdependent infrastructure net-
works, water, gas and power distribution systems, are represented
in Figure 2. There is a total of 124 nodes, 37 of which are demand

nodes, and a total of 176 links in the three networks. We im-
plement a single scenario with 19 disrupted demand nodes and
assign two work crews separately for each network to complete
the restoration process simultaneously for all three networks in
28 time periods.

Figure 2: Layout of Interdependent Water, Gas and Power
Infrastructure Networks over Shelby County [16].

In Figure 3, the geographic location of the demand nodes of all
three infrastructure networks, i.e. water, gas and power, and the
PGA measures that are specific to each region due to the New
Madrid Seismic Zone is illustrated [13].

Figure 3: Distribution of Regional PGA Measures among
Shelby County [13].

For the SoVI-Lite approach, the eight variables from Table 5
are used in the block group level for Shelby County, TN, where
block groups are formed by multiple adjacent blocks with a total
of 300 to 6000 residents [8].

To assign the social vulnerability scores and the proportional
population densities that are calculated in block group level to
each demand node, the block groups are distributed among them
according to their location to represent the specific service area
of demand nodes. For this distribution process, Voronoi diagram
method is utilized [29]. The Voronoi diagram method calculates
the distance from predetermined input points to any point in the
sample space. Later, it sets the boundaries for the coverage area
of input points in such a way that any point in the sample space
is covered by its closest input point.
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Table 5: SoVI-Lite Variables for Block Groups

Percentage of households that earn less than $75.000 annually
Percentage of population that is African-American

Percentage of population that is Asian
Percentage of population that is Hispanic

Percentage of population that is over age 65
Percentage of population that is under age 5
Percentage of single-female based households

Percentage of households that live under the poverty line

Also, the social vulnerability indices SoV Iki are normalized
and relatively more importance is given to the demand nodes
that are highly vulnerable by implementing an exponential effect
to formulate the social vulnerability scores V k

i , [23]. Also, a sim-
ilar approach is utilized to enhance the emphasize on demand
nodes with higher peak ground acceleration measure, PGAki . The
exponential formulation of the social vulnerability scores and
the peak ground acceleration scores are represented in Eq. 26
and in Eq. 27, respectively.

V k
i = ea∗SoV Iki , ∀i ∈ N k

d ,a ∈ Z+ (26)

Gk
i = ea∗PGA

k
i , ∀i ∈ N k

d ,a ∈ Z+ (27)

To account for the social expectations and the human occu-
pancy levels of the service areas of demand nodes, we include
the population density measure in the proposed approach as we
adopted the idea that the size of the population that is repre-
sented by each demand node could also be an effective aspect in
the community-resilience perspective. The population density
measure is formulated as the ratio of the population that is served
by demand node i ∈ N k

d , over the total population of all service
areas.

After the distribution of the block groups to demand nodes,
an average of the social vulnerability scores is taken and the
population density of block groups proportional to their layout
in the Voronoi cells is calculated to assign these measures to
the demand nodes. The visualization of the social vulnerability
scores among the block groups is illustrated in Figure 4.

Figure 4: Distribution of Block-Group Social Vulnerabil-
ity Scores and Demand Node Service Areas among Shelby
County [12, 14].

The ϵ-constraint method is used in the resilient objective to
transform it into a constraint with the assigned values such that

ϵ ∈ [0, 1], to solve the multi-objective problem [10]. As the re-
silience levels are ∈ [0, 1], the consistent ϵ-constraint formulation
is in Equation 28.

∑
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τ∑
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(28)
The following Table 6 represents a subset of disrupted nodes

in each network and the change in the restoration schedule. The
second column, titled as ’With’ states recovery scheduling results
when social vulnerability and spatial risk measures are taken
into consideration, i.e. the defined parameters of V k

i , Pki and Gk
i

are included in the model whereas the third column labeled as
’Without’ states the restoration order without these measures.
The disrupted node which is scheduled earliest in the restoration
process is ranked 1 where the disrupted node that is ordered latest
in the restoration process is ranked 4. Lastly, Figure 5 represents
the change in the network performance for three infrastructure
networks when community and spatial resilience measures are
considered and not considered in the optimization model.

Table 6: A Subset of Restoration Schedule Comparison for
Critical Infrastructure Networks

Water Node ID With Without Gas Node ID With Without Power Node ID With Without

45 1 2 1 1 2 34 1 4

10 2 1 15 2 4 14 2 2

48 3 4 13 3 3 5 3 1

27 4 3 9 4 1 20 4 3

Note the difference in the ranking of disrupted nodes when
the additional social and environmental measures are included in
restoration problem of interdependent infrastructure networks.
Not only the recovery order of demand nodes is changed, that
is assigned with social vulnerability and spatial risk scores as
their importance measure, but also ranking of the transshipment
nodes and supply nodes that are effective in the delivery of the
commodity and responsible from providing the needs of these
relatively more important demand nodes differ.

Figure 5: Illustration of the Change in the Network Perfor-
mance

In this study, we encounter when additional social vulnerabil-
ity and spatial risk measures are considered, optimum restoration
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schedule differs for each network. As the restoration schedule
differs, the total unmet demand in each network hence the net-
work performance through time differ when the results of both
models are compared.

5 CONCLUSION
Modern day societies heavily depend on the continuous and
proper functioning of critical infrastructure networks in terms
of maintaining their existence and day-to-day operability. These
physical infrastructures contain an interdependency such as they
would be attached to each other logically, physically, geographi-
cally or informatively. Additionally, there exists a bi-directional
relationship between the community networks and physical in-
frastructure networks for supply and demand manners. There-
fore, the critical infrastructure networks become more vulnerable
against external stressors where any disruption that would occur
in these networks would impact the societies and the resilience
and vulnerability levels of the societies would effect the perfor-
mances of these networks.

In this study, to achieve more comprehensive understanding
of the interdependent infrastructure network resilience we pro-
posed a resilience-driven multi-objective mixed-integer program-
ming model that is integrated with the vulnerability levels of its
surrounding environment. To plan accordingly with the social
expectations against disruptions and the geographical risks asso-
ciated with the spatial location of these networks, the proposed
approach takes into account a geographically distributed (i) so-
cial vulnerability index to represent the behavioral responses
of the various socio-economic dynamics in the society, and (ii)
geographic risk index measure to illustrate the differing potential
disruption levels of a spatial hazard.

As for the results of our proposed study, we observe that con-
sidering the social vulnerability, population density measures
of the surrounding community and the potential geographic
risk of the spatial location of these networks requires a differ-
ent restoration scheduling to recover from external stressors in
a timely manner. The newly achieved restoration schedule of
the disrupted components, and the performance of critical net-
works through time are both planned based on the resilience
enhancement of both surrounding community and the physical
networks. For future work, we believe that as more aspects of
vulnerability is considered additionally in the proposed study,
more extended research with higher humanitarian motivation
would be accomplished.
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ABSTRACT
Spectrally-spatially flexible optical networks (SS-FONs) are pro-
posed as a solution to overcome the expected capacity crunch
caused by the rapidly growing overall Internet traffic. SS-FONs
combine two network technologies, namely, flex-grid optical net-
works and spatial division multiplexing yielding a significant
capacity increase. Moreover, network services applying anycast
transmission are gaining popularity. In anycasting, the same con-
tent is provided in several geographically spread data centers
(DCs), and the requested content is delivered to the network client
from themost convenient DC, e.g., minimizing the network traffic
and delay. The main optimization challenge in SS-FONs is rout-
ing, spectrum and space allocation (RSSA) problem, which can
be solved using integer linear programming (ILP). The main goal
of this paper is to compare the complexity of various ILP models
for routing static anycast traffic in SS-FONs over single-mode
fiber bundles (SMFBs). The proposed ILP models apply differ-
ent modeling techniques, i.e., slice-based and lightpath-based.
Moreover, proposed models differ with the core switching (lane
changes) capability and consideration of DCs location problem.
In order to test the complexity and scalability of models, we run
simulations assuming a different number of demands, fibers in
SMFBs, candidate paths and DCs.

1 INTRODUCTION
The rapid increase of overall Internet traffic results with the in-
tensive effort concentrated on preventing the future capacity
crunch. Spectrally-spatially flexible optical networks (SS-FONs)
are proposed as a possible solution to overcome the limitations
of currently deployed wavelength division multiplexing (WDM)
backbone optical networks. SS-FONs combine two network tech-
nologies, namely, flexgrid optical networks and spatial division
multiplexing (SDM) providing a massive capacity increase. Due
to the additional spatial dimension, SS-FONs enable parallel trans-
mission of several co-propagating optical channels in properly de-
signed optical fibers. As the main advantages, SS-FONs allow for
multi-carrier (super-channel, SCh) transmission, adaptive modu-
lation formats selection, better spectral utilization with additional
flexibility in the spatial resources management and potential cost
savings due to the integrated devices. One of the possible fiber
technologies supporting SS-FONs is single-mode fibers bundles
(SMFBs), i.e., several single-core single-mode fibers aggregated
in a single bundle [4]. The key network devices, such as reconfig-
urable optical add/dropmultiplexers (ROADMs), are yet expected,
thus, different assumptions are taken about their switching ca-
pabilities. In particular, if core switching (lane changes) is con-
sidered, the spatial switching between input and output ports is
allowed in network nodes, i.e., the lightpaths may have assigned

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the
International Network Optimization Conference (INOC), June 12-14, 2019:
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

differently indexed fibers in the SMFB links belonging to the
routing path. Otherwise, each lightpath has assigned fibers with
the same index (resulting in lower devices complexity). The fun-
damental optimization challenge in SS-FONs is routing, spectrum
and space allocation (RSSA). It aims to select a routing path, op-
tical channel and spatial resources for each of the traffic requests
[3]. The most common approach for solving static optimization
problems is the integer linear programming (ILP). Two common
ILP techniques are applied in the modeling of optical networks,
namely, slice-based and lightpath-based. In the former, the start-
ing and ending slice of each request is considered as a decision
variable, while in the latter, a set of precomputed lightpaths is
used, where each lightpath defines valid optical channel [10].

Concurrently, many network services, such as content delivery
networks (CDNs) or cloud computing, apply anycast transmission
in order to minimize the traffic load and delay in the network.
According to Cisco forecast, the CDNs will cover almost 71% of
total traffic in 2021 [1] making optimization of anycast traffic
an important issue. In more detail, anycast is the one-to-one-
of-many transmission technique, where one of the request end
nodes is fixed, i.e., a client node, and the second node is selected
from the set of possible nodes where the data centers (DCs) are
located. DCs are spread geographically and each one provides the
same content, hence, the request may be handled with any of the
available DCs (e.g., the closest one) [14]. Besides improvement
of the network performance, the anycast traffic makes related
optimization problems more complex and challenging.

In this paper, we focus on the modeling and complexity analy-
sis of RSSA of anycast demands. We consider scenarios with and
without core switching possibility. Moreover, we study cases with
given DC locations and cases that incorporate DC placement into
the optimization task. Overall, we focus on four RSSA versions
and each version we define using two ILP models (slice-based and
lightpath-based) proposing eight ILP models. Then, we compare
them in terms of complexity (measured in number of included
variables and constraints), processing time and scalability.

2 RELATEDWORKS
Recently, the topic of SS-FONs has been extensively studied (e.g.,
see [3, 5, 13]). Different ILPmodels have been used to define RSSA
problem variations using link-path slice-based [3, 7, 8, 16], link-
path lightpath-based [3, 9, 11], or node-link [3, 6] formulations.
In particular, in [8], the authors propose ILP model for routing,
spectrum and core allocation (RSCA) problem for SS-FONs over
multi-core fibers (MCFs) minimizing the highest allocated slice
index, with worst-case inter-core crosstalk (XT) awareness as-
suming realistic physical fiber parameters. In turn, in [6], ILP
model is proposed for routing, wavelength and core allocation
problem, maximizing the number of accepted traffic while mini-
mizing the total number of used network resources in MCF-based
SDM networks applying multi-input multi-output XT suppres-
sion. In [7], RSCA ILP model is given that minimizes the overall
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network cost due to the number of switching modules required
for different cores assuming programmable ROADMs. In [11], ILP
model of extended RSSA problem is presented, namely, routing,
modulation format, baud-rate and spectrum allocation which
jointly minimizes the cost of installed transceivers and spectrum
occupation utilizing few-mode transmission. In [15], different
lightpath-based ILP models are proposed for the RSSA consid-
ering various spatial allocation flexibility. In [9], lane changes
are allowed and the lightpath-based model makes use of the re-
laxation of the space continuity constraint resulting with the
lower number of constraints and decision variables. ILP model
assuming anycast traffic in SS-FONs is only considered in [16].

To the best of our knowledge, there has been no work that
compares the complexity of various ILP models formulations
for the allocation of anycast demands in SS-FONs. To fill the
literature gap, in this paper, we define eight ILP models assuming
two modeling techniques, i.e., link-path slice-based and link-
path lightpath-based. The models differ with the core switching
capability and additional DCs placement problem.

3 NETWORK MODEL
The network is modeled as a directed graph G = (V ,E) where V
is the set of network nodes and E is the set of directed optical
links that connect the nodes. Each link e ∈ E comprises a number
of single-mode fibers that are aggregated in the bundle and are
included in set K . Spectrum resources of each fiber k ∈ K are
divided into narrow frequency slices (slots) of 12.5 GHz width
and are included in set S . Signals are transmitted using optical
corridor within spectral super-channel (SCh) by grouping several
adjacent slices. Each SCh has to be separated from the adjacent
one using fixed-size guardband of 12.5 Ghzwidth.We assume that
there are R DCs available in the network and each one provides
the same content. Depending on the problem, either DCs are
located at some nodes or the DCs location problem is considered.

A set of anycast traffic requests (D) to be served in the network
is given. Each demand is defined with the client node and bit-rate.
To simplify the problem, we assume only downstream (from DCs
to client nodes) transmission. Let Pd denote the set of candidate
routing paths for each demand d ∈ D. Each routing path p ∈ Pd
originates in one of the DCs and terminates in the client node.
The number of required slices for given demand depends on the
requested bit-rate and length of the applied routing path and is
denotedwithndp . Each demand is realized using one routing path
within selected spectral SCh in such a way that each slice of each
fiber of each link is used at most by one demand. Finally, if in the
considered scenario core switching ability is not assumed, each
SCh has to be realized using the same indexed fibers. Otherwise,
it can be freely switched between fibers among the routing path.

The aim of the optimization task is to allocate all demands and
minimize index of the highest allocated slice [3]. We study four
problem versions which differ with the core switching possibility
(with core switching — WCS, without core switching — WOCS)
and DC location scenario. For DC location scenario, we analyze
two cases: (i) the location of DCs is given in advance, (ii) the
problem of DCs placement is a part of the optimization task.
Below, we present ILP models of the four problem versions using
slice-based (Sec. IV) and lightpath-based (Sec. V) approaches. All
presented models are based on link-path modelling technique.
Details about considered models, number of decision variables
and constraints are presented in Table 1.

4 SLICE-BASED (SB) MODELS
In this section, link-path slice-based models are proposed. Ac-
cording to Table 1, the models complexity depends mostly on the
number of demands to be realized.
sets and indices
v ∈ V network nodes
e ∈ E network physical links
s ∈ S frequency slices
k ∈ K link fibers
d ∈ D traffic anycast (DC to client direction) demands
p ∈ Pd candidates paths for demand d
constants
R number of DCs (to be) placed in the network
|K | number of fibers available on each physical link
δedp = 1, if link e belongs to routing path p associated with

demand d ; 0, otherwise
ndp number of slices required to realize demand d on can-

didate path p ∈ Pd
o(d,p) origin node of path p ∈ Pd defined for demand d ∈ D
variables
xdp =1, if demand d is realized using candidate path p ∈ Pd ;

0, otherwise (binary)
ydk =1, if demand d uses fiber k; 0, otherwise (binary)
ydke =1, if demand d uses fiber k on physical link e; 0, other-

wise (binary)
wd /zd index of starting/ending slice for demand d (integer ≥1)
z index of the highest allocated slice in the network (in-

teger ≥ 1)
adi = 1, if ending slot of demand d is greater or equal to

starting slice of demand i (binary)
cdi =1, if demands d and i have some common fibers and

links; 0, otherwise (binary)
rv =1, if DC is placed in node v ∈ V ; 0, otherwise (binary)

4.1 Without core-switching + given DCs
(SB_WOCS)

Objective (1) and constraints (2)–(8).
objective

min z . (1)

subject to ∑
p∈Pd

xdp = 1,d ∈ D (2)∑
k ∈K

ydk = 1,d ∈ D (3)

zd −wd + 1 =
∑
p∈Pd

xdpndp ,d ∈ D. (4)

z ≥ zd ,d ∈ D (5)
|S |adi ≥ zd −wi + 1,d, i ∈ D : d , i (6)

cdi ≥
∑
p∈Pd

xdpδedp + ydk +
∑
p∈Pi

xipδeip + yik − 3,

e ∈ E,k ∈ K ,d, i ∈ D,d , i (7)
adi + aid + cdi ≤ 2,d, i ∈ D : d < i (8)

The objective 1 is to minimize the overall spectrum usage de-
fined as the width of spectrum (i.e., number of slices) required to
allocate the demands. Constraint 2 ensures that exactly one rout-
ing path is selected for each demand. The selection of only one
fiber for request is controlled with the equation 3. Constraint 4
defines starting and ending slice index of each demand. The value
of objective is controlled by the inequality 5. Inequality 6 denotes
the relation between starting slice of one demand with ending
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Table 1: Modeling technique, core switching capability and DC placement location selection for considered ILP models

ILP model core
switching

DC
placement

Number of variables Number of constraints

sl
ic
e

ba
se
d

SB_WOCS no no |D | (|P | + |K | + 2 + 2|D |) + 1 |D |(4 + 3
2 |D | + |E | |K | |D |)

SB_WCS yes no |D | (|P | + |K | |E | + 2 + 2|D |) + 1 |D |(3 + |E | + 3
2 |D | + |E | |K | |D |)

SB_WOCS_DC no yes |D | (|P | + |K | + 2 + 2|D |) + |V | + 1 |D |(4 + 3
2 |D | + |E | |K | |D | + |P |) + 1

SB_WCS_DC yes yes |D | (|P | + |K | |E | + 2 + 2|D |) + |V | + 1 |D |(3 + |E | + 3
2 |D | + |E | |K | |D | + |P |) + 1

lig
ht
pa
th

ba
se
d

LB_WOCS no no |S | + |D | |L| + |E | |K | |S | + |E | |S | |D | + |E | |K | |S | + |E | |S | + |S |
LB_WCS yes no |S | + |D | |L| + |E | |S | |D | + |E | |S | + |S |
LB_WOCS_DC no yes |S | + |D | |L| + |E | |K | |S | + |E | |S | + |V | |D | + |E | |K | |S | + |E | |S | + |S | + 1 + |D | |L|
LB_WCS_DC yes yes |S | + |D | |L| + |E | |S | +V |D | + |E | |S | + |S | + 1 + |D | |L|

slice of another one while 7 switches cdi on if demands d and i
have some common fibers and links. Finally, the spectrum not
overlapping is controlled with the inequality 8, which is a contra-
diction if two demands utilize slices within the same frequency
region and contain common fiber.

4.2 With core-switching + given DCs
(SB_WCS)

Objective (1) and constraints (2), (9), (4)–(6), (10), (8).
subject to ∑

k ∈K

ydke =
∑
p∈Pd

xdpδedp ,d ∈ D, e ∈ E (9)

cdi ≥
∑
p∈Pd

xdpδedp + ydke +
∑
p∈Pi

xipδeip + yike − 3,

e ∈ E,k ∈ K ,d, i ∈ D,d , i (10)
Equation 9 assures selection of exactly one fiber on each link of

the selected routing path for each demand. Additionally, inequal-
ity 10 instead of 7 does account for the core switching ability.

4.3 Without core-switching + DC placement
(SB_WOCS_DC)

Objective (1) and constraints (2)–(8), (11), (12).∑
v ∈V

rv = R (11)

xdp ≤ ro(d,p),d ∈ D,p ∈ Pd (12)
Equality 11 ensures that exactly R nodes are chosen to host

DCs, while the inequality 12 controls that each selected routing
path originates in the node selected for DC location.

4.4 With core-switching + DC placement
(SB_WCS_DC)

Objective (1) and constraints (2), (9), (4)–(6), (10), (8), (11), (12).

5 LIGHTPATH-BASED (LB) MODELS
In this section, link-path lightpath-based ILPmodels are proposed.
Let Ld denote the set of precomputed available lightpaths for
demandd ∈ D, where each lightpath l ∈ Ld is associatedwith one
routing path. Moreover, each lighpath defines utilized starting
and ending slice index of the SCh and, in the case of WOCS
models, fiber on each link among the routing path. Note, the size
of the lightpath corresponds to the ndp constant. According to
Table 1, the models complexity depends mostly on the number of
candidate lightpath for each demand, which in turn is determined
by the number of candidate paths and available spectrum width.

sets and indices (additional)
l ∈ Ld candidates lightpaths for demand d
constants (additional)
βdls = 1, if lightpath l for demand d uses slice s ; 0, otherwise
ξdle = 1, if link e belongs to lightpath l for demand d ; 0,

otherwise
γdlk = 1, if lightpath l for d uses core k ; 0, otherwise
o(d, l) origin node of lightpath l ∈ Ld for demand d
variables (binary)
udl =1, if demand d uses lightpath l ∈ Ld ; 0, otherwise
veks =1, if slice s is used on fiber k on link e; 0, otherwise
ves =1, if slice s is used on any fiber of link e; 0, otherwise
vs =1, if slice s is used on any fiber on any link; 0, otherwise

5.1 Without core-swithing + given DCs
(LB_WOCS)

Objective (13) and constraints (14)–(17).
objective

min
∑
s∈S

vs (13)

subject to ∑
l ∈Ld

udl = 1,d ∈ D (14)

∑
d ∈D

∑
l ∈Ld

udl ξdleγdlk βdls ≤ veks , e ∈ E, s ∈ S,k ∈ K (15)

∑
k ∈K

veks ≤ |K |ves , e ∈ E, s ∈ S (16)

∑
e ∈E

ves ≤ |E |vs , s ∈ S (17)

The objective 13 is to minimize the overall spectrum usage.
Equality 14 assures selection of exactly one lightpath for each
demand. In 15, vesk is switched on if slice s is used on fiber k on
physical link e . Inequalities 16 and 17 control whether slice s is
used on any fiber of link e and on any link, respectively.

5.2 With core-switching + given DCs
(LB_WCS)

Objective (13) and constraints (14), (18), (17).∑
d ∈D

∑
l ∈Ld

udl ξdle βdls ≤ |K |ves , e ∈ E, s ∈ S . (18)

Constraint 18 assures that the slice s on link e is used at most
|K | times. This constraint makes use of the relaxation of the space
continuity constraint.
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Table 2: Supported bit-rate and transmission reach for
modulation formats.

Modulation format BPSK QPSK 8-QAM 16-QAM

Supported bit-rate [Gbps] 200 150 100 50
Transmission reach [km] 6300 3500 1200 600

Figure 1: Int9 network topology.

5.3 Without core-swithing + DC placement
(LB_WOCS_DC)

Objective (13) and constraints (14)–(17), (11), (19).

udl ≤ ro(d,l ),d ∈ D, l ∈ Ld . (19)
Inequality 19 controls whether each selected lightpath associ-

ated with the demand d originates in a DC node.

5.4 With core-swithing + DC placement
(LB_WCS_DC)

Objective (13) and constraints (14), (18), (17), (11), (19).

6 NUMERICAL EXPERIMENTS
In this section, we evaluate performance of various ILP models
for the RSSA problem in SS-FONs, considering anycast demands.
We run experiments on Int9 network topology (Fig. 1) composed
of 9 nodes and 13 links, with an average link length of 1063 km.
We assume SS-FON composed of SMFBs, where each fiber pro-
vides a 4 THz bandwidth (spectrum) divided into 320 frequency
slices, each of 12.5 GHz width. As in [12], we assume that the
transceiver operates at the fixed baud rate and each transceiver
transmits/receives optical channel (optical carrier, OC) of 37.5
GHz width (3 slices). We consider 4 available modulation formats,
namely, BPSK, QPSK, 8-QAM and 16-QAM. Supported bit-rate
and transmission reach depend on the selected modulation for-
mat and are presented in Table 2 [2]. If the requested bit-rate
exceeds a single transceiver capacity for the applied MF, the re-
quest is transmitted using several OCs within one SCh using a set
of adjacent slices (i.e., a spectral SCh). Each request is transmitted
using the most efficient MF supporting the required transmission
reach, i.e., a distance adaptive transmission is used. In most of
the experiments, we assume that the number of fibers per SMFB
is |K | = 2, the number of candidate shortest paths is |P | = 2
(number of candidate paths between client node and one of the
DCs) and number of available DCs is R = 2. The number of de-
mands is equal to |D | = {10, 20, 30, 40, 50, 60, 80, 100}. For each
value, we evaluate 5 randomly generated sets of demands. Each
demand has randomly selected source and destination nodes and
a bit-rate uniformly selected within the range from 50 Gbps to
1 Tbps, with 50 Gbps granularity. All experiments were run on
a virtual machine with available 2 cores of Intel Xeon E5 series
CPU at 2.90 GHz and 32 GB RAM using CPLEX v12.5 solver,
executed through Java interface, with a 1-hour run-time limit.

In Table 3, average spectrum usage and time are presented for
various ILPmodels. Normally, spectrum usage should be the same
for all models considering given DCs and DC placement problem,

respectively. However, for larger demands set, the results start to
vary, as it is only possible to obtain feasible (not optimal) solution
within given 1-hour run-time limit. Note, the corresponding time
may be lower than 1 hour, as this is the average value. In partic-
ular, only part of the results may be feasible, while the rest of
them may be optimal obtained in shorter time. The lack of results
reflects the situation when out of memory error has occurred for
all studied cases. As it can be observed, the required computa-
tional time increases rapidly even for small sizes of demands sets.
In terms of models with given DCs, the SB_WOCD and LB_WCS
are able to yield results for the largest demand sets due to the
lower number of variables and constraints. Moreover, for 30 to
60 demands sets, LB_WCS ILP model provides worse results than
SB_WOCS, despite that the required time is lower. It is possible
due to the presence of far from optimal feasible results, while
other instances were solved in shorter time. It can be justified
with the Table 4, which presents the number of optimal, feasible
and out of memory results for each tested case (the numbers are
separated with the slash). In terms of models with DC placement,
SB_WOCS_DC performs the best.

Next, we compare the models scalability. We study different
number of candidate paths |P | = {2, 4}, fibers per SMFB |K | =

{2, 4} and number of DCs R = {2, 4}. In the presented results, let
S(X = α) and t(X = α) denote the spectrum usage and time in
seconds, respectively, when given parameter X has value α (e.g.,
S(|P | = 2) denotes spectrum usage for 2 candidate paths). It is
worth noting, the missing of results in the charts indicates that
the run out of memory was obtained for all 5 tested cases.

Fig. 2 presents spectrum usage and time for models for can-
didate paths |P | = {2, 4} and 20 demands. As it can be observed
the increase of number of candidate paths yields slightly lower
spectrum usage, however, required time for LB models grows
quickly. In turn, number of candidate paths has the low impact on
the required time of SB models. Fig 3 reports spectrum usage and
time as a function of number of demands for SB_WOCS_DC for
various number of candidate paths. The first conclusion is that
for small instances with the larger number of candidate paths
it is possible to find a lower optimal solution. However, in the
presence of run-time limits, the feasible results are worse and
the out of memory error is obtained for smaller instances (100
and 80 demands for 2 and 4 candidate paths, respectively). The
results for models with given DCs are similar.
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Figure 2: Spectrum usage and time as a function of ILP
models for 2 and 4 candidate paths for 20 demands.

Fig 4 shows the spectrum usage as a function of ILP models for
number of fibers per SMFBs |K | = {2, 4} for 30 demands. Firstly,
the increase of number of fibers allows reducing the spectrum
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Table 3: Spectrum usage and time for ILP models for various number of demands.

Number of demands
10 20 30 40 50 60 80 100 10 20 30 40 50 60 80 100

ILP model Spectrum usage Time [s]

SB_WCS 35.0 45.8 70.3 86.5 — — — — 0.4 721.8 3600.0 3600.0 — — — —
SB_WOCS 35.0 45.8 70.3 91.0 99.0 142.3 201.0 233.0 0.3 721.7 3600.0 3600.0 3600.0 3600.7 3600.7 3600.7
LB_WCS 35.0 45.8 72.6 103.0 120.2 154.2 196.8 185.5 2.8 20.7 2005.1 2156.8 2309.0 2411.6 2602.0 2714.8
LB_WOCS 35.0 45.8 72.6 103.2 120.6 128.5 — — 10.3 352.6 2892.1 2614.4 3236.4 3283.6 — —
SB_WCS_DC 19.0 26.8 29.0 33.2 69.3 86.0 118.0 — 0.1 2.8 1682.7 3600.0 3600.0 3600.0 3600.1 —
SB_WOCS_DC 19.0 26.8 29.0 33.2 47.8 80.5 96.0 — 0.1 2.1 853.9 3600.0 3600.0 3600.0 3600.0 —
LB_WCS_DC 19.0 26.8 29.0 34.7 49.0 — — — 7.9 43.0 2378.1 3600.1 3600.0 — — —
LB_WOCS_DC 19.0 26.8 35.0 — — — — — 69.9 759.4 3600.1 — — — — —

Table 4: Number of optimal/feasible/out-of-memory re-
sults for ILP models for various number of demands.

Number of demands
ILP model type 10 20 30 40 50 60 80 100

SB_WCS 5/0/0 4/1/0 0/3/2 0/2/3 0/0/5 0/0/5 0/0/5 0/0/5
SB_WOCS 5/0/0 4/1/0 0/3/2 0/3/2 0/2/3 0/3/2 0/2/3 0/1/4
LB_WCS 5/0/0 5/0/0 3/2/0 4/1/0 2/3/0 4/1/0 4/1/0 1/1/3
LB_WOCS 5/0/0 5/0/0 1/4/0 4/1/0 1/4/0 2/0/3 0/0/5 0/0/5
SB_WCS_DC 5/0/0 5/0/0 3/2/0 0/5/0 0/4/1 0/2/3 0/5/0 0/0/5
SB_WOCS_DC 5/0/0 5/0/0 4/1/0 0/5/0 0/4/1 0/4/1 0/3/2 0/0/5
LB_WCS_DC 5/0/0 5/0/0 3/2/0 0/3/2 0/2/3 0/0/5 0/0/5 0/0/5
LB_WOCS_DC 5/0/0 5/0/0 0/4/1 0/0/5 0/0/5 0/0/5 0/0/5 0/0/5
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Figure 3: Spectrumusage and time as a function of number
of demands for SB_WOCS_DC for 2 and 4 candidate paths.

usage around 46% and 11% for given DCs and DC placement,
respectively. Surprisingly, the computational time is also lower. It
may follow from the fact, that for a higher number of fibers, it is
easier to allocate traffic and find a feasible good quality solution
and quicker discard other worse solutions. Next, Figs 5 and 6
present spectrum usage and time as a function of number of
demands for SB_WOCS and SB_WOCS_DC ILP models, respec-
tively, for number of fibers per SMFB |K | = {2, 4}. We can easily
observe that the run out of memory occurs for smaller demands
sets when the number of fiber is higher, because the number of
decision variables and constraints in ILP model is higher.

Fig 7 reports the spectrum usage and time as a function of
ILP models for number of DCs R = {2, 4} and 20 demands. The
increase of number of DCs from 2 to 4 allows reducing required
spectrum usage around 41% and 45% for given DCs and DC place-
ment problems, respectively. Note, that for higher number of DCs,
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Figure 4: Spectrum usage and time as a function of ILP
models for 2 and 4 fibers per SMFB for 20 demands.
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Figure 5: Spectrumusage and time as a function of number
of demands for SB_WOCS for 2 and 4 fibers per SMFB.

the lower time is required to solve the model. Figs 8 and 9 present
spectrum usage and time as a function of number of demands
for SB_WOCS and SB_WOCS_DC ILP models, respectively, for
number of DCs R = {2, 4}. Despite that for higher number of
DCs the spectrum utilization and required computational time
is lower, again the run out of memory error occurs for smaller
demands set sizes due to the higher number of variables and
constraints in ILP instances.

7 CONCLUSIONS
In this paper, we study RSSA of anycast demands in SS-FONs.
We analyze four problem versions which differ with the core
switching possibility (WCS andWOCS) and DC location scenario
(given DCs and DC placement involved into optimization task).
Then, we define all RSSA versions using twomodeling techniques
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Figure 6: Spectrumusage and time as a function of number
of demands for SB_WOCS_DC for 2 and 4 fibers per SMFB.
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Figure 7: Spectrum usage and time as a function of ILP
models for 2 and 4 DCs for 20 demands.
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Figure 8: Spectrumusage and time as a function of number
of demands for SB_WOCS for 2 and 4 DCs

(slice-based (SB) and lightpath-based (LB)) proposing eight ILP
models. Next, we compare models in terms of complexity (mea-
sured in the number of variables and constraints), processing
time and scalability. The analysis reveals that the complexity of
SB models strongly depends on the number of demands while
the complexity of LB models on the number of candidate paths
and available spectrum width. The core switching possibility
increases complexity of SB models while decreases complexity of
LB models. The incorporation of DC placement into optimization
task makes problem more complex considering both — SB and
LB models. Concluding simulations, LB_WCS and SB_WOCS_DC
provide the best performance for RSSA with given DC location
and DC location selection problem, respectively.

In the future work, we plan to further study RSSA complexity
considering different traffic types and network survivability.
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Figure 9: Spectrumusage and time as a function of number
of demands for SB_WOCS_DC for 2 and 4 DCs
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ABSTRACT

This paper presents a generic non-compact linear program-
ming approximation of the pump scheduling problem in
drinking water distribution networks. Instead of relying on
the binary on/off status of the pumps, the model draws
on the continuous duration of activation of pump combina-
tions, whose entire set is computed in a preprocessing step
by ignoring the pressure variation in the water tanks. Pre-
processing is accelerated using network partition and sym-
metry arguments. A combinatorial Benders decomposition-
based local search takes the approximated solution as input
to derive a feasible solution. Our experiments on two differ-
ent benchmark sets, with fixed- or variable-speed pumps,
show the accuracy of the approximated formulation and
the ability of the matheuristic to compute near-optimal
solutions in seconds, where concurrent, more specialized
approaches need minutes or hours.

1 INTRODUCTION

With the evolution of the power sector – because dynamic
pricing is a savings opportunity for water network opera-
tors [6] – together with advances in mixed-integer nonlinear
programming (MINLP), recent years have seen a renewed
interest in minimizing the pumping costs in drinking water
distribution networks.

The so-called pump scheduling problem is a hard com-
binatorial non-convex optimization problem. A variety of
solution approaches have been investigated, but they often
inefficiently deal with large or medium networks, and many
small instances are still open. A first category of approaches
(e.g. [6, 7, 10]) combine a numerical simulator, to compute
the feasible hydraulic balances, with an exact or heuristic
optimization algorithm, to schedule the pump operations
at minimum cost. Separating feasibility from optimization
makes the convergence of these approaches slow, resulting
in sub-optimal solutions. A second category of approaches
formulate the whole problem as a MINLP with simplified
hydraulic constraints, based either on piecewise-linear ap-
proximations (e.g. [8, 9]) or convex relaxations [2, 3, 13].
These approaches only apply to small networks, because
of the combinatorial nature of the models, and they may
return impracticable solutions. Instead, Burgschweiger et
al. [4] keep the non-convex constraints in their model but
relax the binary on/off pump activation variables by ag-
gregating them. This relaxation is only suitable to large

© 2018 Copyright held by the owner/author(s). Published in Pro-
ceedings of the International Network Optimization Conference
(INOC), June 12-14, 2019:
Distribution of this paper is permitted under the terms of the Cre-
ative Commons license CC-by-nc-nd 4.0.

city-wide networks where dozen of pumps are installed in
parallel in each pumping station.

In this paper, we are interested in tackling intermediate-
size networks with a mixed approach. We propose to ap-
proximate the MINLP model by decoupling feasibility and
optimization in the way of Dantzig-Wolfe decomposition:
by ignoring the pressure variation in the water tanks, we
can compute the feasible hydraulic balances for all pump
configurations as a preprocessing step, then derive a non-
compact linear programming (LP) model based on the
durations of activation of these configurations. We apply
network partition and symmetry arguments to acceler-
ate the preprocessing without hindering optimality. While
the approximated LP solutions may be accurate enough
to be practically implemented in pump controllers, we
also propose to derive feasible solutions for the original
MINLP with a local search approach, adapted from the
combinatorial Benders decomposition of Naoum-Sawaya et
al. [10]. Finally, we generalize the approach to networks
with variable-speed pumps or pressure-reducing valves,
which are often overlooked in the literature.

Experiments on the Poormond [6] and Van Zyl [17]
benchmark networks show the efficiency of our prepro-
cessing, the accuracy of our approximation, and the poten-
tial of the overall method to compute near-optimal solutions
within seconds where concurrent methods [3, 6, 8, 10, 13]
need minutes or hours to compute solutions of higher costs.

The paper is organized as follows: Section 2 defines the
problem and describes the standard MINLP formulation in
a simplified case. Section 3 presents our non-compact LP
formulation and preprocessing reduction techniques and
Section 4 the heuristic. Computational results are given in
Section 5 and conclusions and perspectives in Section 6.

2 PUMP SCHEDULING PROBLEM

This section describes the problem and a standard formu-
lation in the special case, for the sake of simplicity, of a
network equipped with unidirectional pipes, fixed-speed
pumps and no valves. Comprehensive formulations for more
general networks can be found e.g. in [3, 4].

As illustrated in Figure 1, a water distribution network
can be represented as a directed graph G = (J, L) with
sources JS , junctions JJ and tanks JT as nodes J , and
pipes LP and pumps K as arcs L. Given a time horizon
T of typically one day, the system dynamics are driven by

the water demand rate D ∈ RJJ×T
+ at the junctions and

are governed by complex hydraulic laws of conservation
of flow and pressure through the network. The problem
is to schedule the pump operations over T in order to
continuously satisfy the demand and the allowed filling
level of the tanks, while minimizing the operation cost.
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Figure 1: The Poormond network

A standard model is defined as follows, with x ∈ {0, 1}K×T

the binary on/off state of the pumps, q ∈ RL×T
+ the flow

rate through the arcs, and h ∈ RJ×T
+ the head at the nodes

(defined as the sum of pressure and elevation):

(P ) : min
x,q,h

∑
t∈T

∑
k∈K

Ct∆tΓk(xkt, qkt) (1)

s.t.
∑
ij∈L

qijt =
∑
ji∈L

qjit +Djt, t ∈ T , j ∈ JJ (2)

∑
ij∈L

qijt−
∑
ji∈L

qjit =
σj

∆t
(hjt−hjt−1), t ∈ T , j ∈ JT (3)

hj0 = H0
j , j ∈ JT (4)

Hmin
jt ≤ hjt ≤ Hmax

jt , t ∈ T , j ∈ J (5)

qkt ≤ Qmax
k xkt, t ∈ T , k ∈ K (6)

hit − hjt = Φij(qijt), t ∈ T , ij ∈ LP (7)

(hjt − hit −Ψij(qijt))xijt = 0, t ∈ T , ij ∈ K. (8)

In this model, the time horizon is discretized T = {1, . . . , T}
with a resolution ∆t of typically 1 hour in which the sys-
tem is assumed to operate in steady state. Constraints (2)
and (3) enforce the conservation of flow at junctions and
tanks. In (3), a tank j ∈ JT is assumed to be a vertical
cylinder of area σj which links the stored water volume
linearly to the head. Bounds on heads (4) and (5) depend
on the node types: for a tank j ∈ JT , they are given by the
minimum and maximum filling levels, and by the initial
level H0

j ; for a junction j ∈ JJ , H
min
jt stands for the mini-

mum pressure required to serve demand Djt; for a source
j ∈ JS , the head is fixed exogenously. Constraints (7) en-
force the head losses due to friction in pipes. For each
directed pipe ij ∈ Lp, the head loss can be accurately
approximated by a quadratic function Φij of the flow. Con-
straints (6) bound the flow through the pumps and bind
flow values and pump activation states. Constraints (8)
model the head increase through active pumps (if xijt = 1).
For each pump k ∈ K, head-flow coupling function Ψk can
be accurately fitted from operating points as a quadratic
function. Finally, the financial cost is mainly incurred by
purchasing electricity for pumping, see objective (1) with
Ct ≥ 0 the actualized electricity price on period t, and Γk

the power consumption of pump k defined by a linear curve
fit Γk(x, q) = λkx+ µkq.

Model (P ) is a non-convex MINLP which is often un-
tractable even for small networks. One option to solve (P )
is to decrease the resolution of the time discretization, and
thus the model size, but it has potential drawbacks: (1)
the steady-state assumption is less realistic over longer

time steps, (2) this artificially reduces the set of feasible
schedules, and (3) the optimum increases accordingly. We
investigate the opposite option, closer to the reality, by
allowing to operate pumps at any time.

3 AN APPROXIMATED
NON-COMPACT MODEL

We present a new approximated LP formulation of the
pump scheduling problem which separates the computation
of the hydraulic balances from the optimization of the
schedule. The description is first given in the context of
networks where fixed-speed pumps are the only operable
elements. We then generalize the definition to networks
with valves or variable-speed pumps.

3.1 Tank head approximation

Let A ⊆ L be the set of operable elements of the network,
and assume for now that A = K the set of fixed-speed
pumps. We call configuration any subset s ⊆ A, also de-
noted by its indicator function Is ∈ {0, 1}A defined by
Isa = 1 ⇔ a ∈ s. Configuration s is said active at time
t ∈ T if all its elements, and only these elements, are active
(e.g. pumps are on): xat = 1 ⇐⇒ a ∈ s.

Looking at model (P ), a configuration s ⊆ A can be
active at time t ∈ T only if, given the tank levels and the
allowed variation range, the pumps belonging to the config-
uration offer together enough power to increase head and
satisfy the demand rate Dt at all junctions. Because water
tanks are usually very large containers, the level variation
during 1 hour or less is relatively limited when compared
to their heights. We propose to ignore this variation and
assume that, at any tank j ∈ JT , the head is fixed to an ar-
bitrary value H∗

j during time step t. Under this assumption,
we can easily compute the hydraulic balance for supplying
demand Dt with configuration s. Indeed, by definition, it
is a solution (qt, ht) ∈ RL

+ × RJ
+ of the non-convex sys-

tem {(2), (5), (6), (7), (8)} restricted to a single time step
T = {t} with fixed pump states xat = Isa ∀a ∈ A and fixed
tank heads hjt = H∗

j ∀j ∈ JT . It is known [5, 6, 16] that
this equation system, that we denote Ft(I

s, H∗), has at
most one solution which can quickly be computed, in par-
ticular, by the Newton method [16] which is implemented
in the popular numerical simulator EPANET [11].

To estimate if a configuration s may supply demand rate
Dt, we thus propose to check the feasibility of Ft(I

s, H∗)
with tank heads arbitrarily fixed to their median values
H∗

j = (Hmin
j + Hmax

j )/2 for all j ∈ JT . If feasible and
(qs, hs) its solution, we compute the corresponding instan-
taneous power consumption P s

t =
∑

k∈s∩K Γk(1, q
s
kt) and

net fill rate Rs
jt =

∑
ij∈L qsijt −

∑
ji∈L qsjit at each tank

j ∈ JT . We denote by S∗
t = {s ⊆ A | Ft(I

s, H∗) ̸= ∅} the
set of configurations which may be active during time step
t ∈ T according to this assumption.

3.2 Configuration scheduling

Given these estimates, we reformulate the pump scheduling
problem as a configuration scheduling problem where, at
any time step t, any configuration s ∈ S∗

t is allowed to be
active for a duration 0 ≤ δst ≤ ∆t within the time step.
Modelling the system dynamics boils down to enforce tank
head conservation between consecutive time steps, then
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leads to the following linear program:

(P ∗) : min
δ,h

∑
t∈T

Ct

∑
s∈S∗

t

P s
t δst (1’)

s.t.
∑
s∈S∗

t

δst = ∆t, t ∈ T (9)

hjt−hjt−1 =
∑
s∈S∗

t

Rs
jt

σj
δst, t ∈ T , j ∈ JT (3’)

Hmin
jt ≤ hjt ≤ Hmax

jt , t ∈ T , j ∈ J. (5’)

In (P ∗), pumps can thus be operated during time steps.
Furthermore, (P ∗) is an approximation of (P ), and not
just a relaxation: an optimal configuration s at time t for
(P ) may not belong to S∗

t if it can indeed satisfy demand
Dt but not under the half-filled tanks assumption; if s does
belong to S∗

t , otherwise, then its actual consumption may
not be P s

t precisely.

3.3 Processing configurations

Computing one hydraulic balance with the Newton algo-
rithm is almost immediate, but the exponential number of
configurations to evaluate, in O(T2|A|), can make it com-
putationally challenging to build (P ∗). We propose two
techniques to significantly reduce the computation time
without hindering optimality.

First, we exploit the symmetries, which are frequent
in real data. For instance, when demand rate Dt ∈ RJJ

is constant at all junctions over a number of time steps,
then the configurations need to be evaluated on only one
time step, since if Dt = Dt′ , then S∗

t = S∗
t′ , P

s
t = P s

t′ and
Rs

t = Rs
t′ for all s ∈ S∗

t . Another symmetry arises when
pumps with identical characteristics are installed in parallel
at a pumping station (see e.g. pumps 1 and 2 in Figure 1).
Only one symmetric configuration is then evaluated.

Second, we exploit a partition of the network along the
tank nodes. Precisely, we consider the graph G′ = (J ′, L′)
obtained from G by duplicating each tank node j ∈ JT for
each incoming arc ij ∈ L as a new node denoted ji, i.e.
J ′ = J∪{ji | ij ∈ L, j ∈ JT } and L′ = L∪{iji | ij ∈ L, j ∈
JT } \ {ij ∈ L | j ∈ JT }. Once the heads at tanks j ∈ JT

(and at duplicate nodes ji) are fixed to their median values
H∗

j , the arc flow and node head values become independent
in each connected component of G′. We thus compute the
set of feasible configurations SC

t ⊆ A ∩ LC independently
for each connected component C = (JC , LC) ∈ CC(G′).
These sub-configurations are then combined by summa-

tion: for all s ⊆ A, P s
t =

∑
C∈CC(G′) P

s∩LC
t and Rs

jt =∑
C∈CC(G′) | j∈JC

Rs∩LC
jt for j ∈ JT . Hence, the network

partition reduces both the number of computations and
their complexity, being evaluated on smaller graphs. Fur-
thermore, the symmetry condition on constant demand
occurs with a higher frequency when regarding the subsets
of junctions independently.

3.4 Generalization

In most water distribution networks, not only pumps but
also valves V ⊆ L of different types can be operated. Like
fixed-speed pumps, gate valves and check valves have only
two possible states (close or open) and can be modeled in
(P ) with a binary variable for each time step (see e.g. [4]).

The definition of configuration can then be extended to
A = K ∪ V the set of pumps and valves, saying that a
valve is active if it is close. Furthermore, according to [12],
Ft(I

s, H∗) has still at most one solution.
The presence of variable-speed pumps or pressure-reducing

valves deserves more attention as they admit a continuous
range of operation modes. A variable-speed pump is either
off or operated within an allowed range of speed. For a
pressure-reducing valve, the amount of pressure reduction
is chosen within a given range and a binary state indicates
the direction of the flow (see e.g. [15]). As suggested in [5],
we propose to approximate the allowed operation range
of each pressure-reducing valve or variable-speed pump a
by a discrete set of sample values Aa. The set A is then
augmented with these sample values and a configuration is
now defined as s ⊆ A with |s∩Aa| ≤ 1. Once pump speeds
and pressure reductions are fixed in configuration s, the
Newton method can quickly solve Ft(I

s, H∗) as before.
Hence, the approximation model (P ∗) and configuration

processing scheme apply to a comprehensive class of water
networks. Still, the number of configurations to evaluate
grows exponentially with the number of operable elements,
unless the network partition separates these elements in
small sets so that the growth becomes near linear.

4 BENDERS DECOMPOSITION-
BASED HEURISTIC

This section describes an adaptation of the combinatorial
Benders decomposition of [10] to search, in the neighbor-
hood of the approximated solutions of (P ∗), feasible solu-
tions to the pump scheduling problem with pump aging
constraints.

4.1 Pump aging

While in practice pumps can be operated at any time,
too frequent switches are prohibited to prevent premature
pump aging. Ghaddar et al. [6] proposed to enforce the
following constraints in model (P ) for each pump k ∈ K:∑

t∈T

ykt ≤ N, (10)

ykt ≥ xkt − xk(t−1), t ∈ T (11)

xkt′ ≥ ykt, t ∈ T , t′ ∈ [t, t+ τ1] (12)

zkt ≥ xk(t−1) − xkt, t ∈ T (13)

xkt′ ≤ 1− zkt, t ∈ T , t′ ∈ [t, t+ τ0] (14)

with ykt (resp. zkt) a binary variable equal to 1 if pump
k ∈ K is switched on (resp. off) at time t, N the maximal
number of times a pump can be switched on, τ1 (resp. τ0)
the minimum continuous duration a pump is on (resp. off).

Naoum-Sawaya et al. [10] designed a combinatorial Ben-
ders decomposition approach, where the master integer
linear program denoted (M) is initialized with the ag-
ing constraints (10)-(14) alone. At each iteration, (M) re-
turns a candidate schedule X ∈ {0, 1}K×T to evaluate: the
EPANET simulator computes the hydraulic balance and
power consumption at each time step, sequentially. If a
hydraulic constraint is violated or if the partial cost exceeds
the best solution known so far at a given time t̄ ∈ T , then
the partial schedule up to time t̄ is discarded from the
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search by adding a no-good cut to master (M):

t̄∑
t=1

 ∑
k∈K

Xkt=0

xkt +
∑
k∈K

Xkt=1

(1− xkt)

 ≥ 1. (15)

The cut is also added with t̄ = T each time X proves to be
the new incumbent, i.e. an improving solution. The algo-
rithm stops when (M) becomes unfeasible. The algorithm
theoretically converges to a certified optimal schedule, but
its slow convergence requires to limit the computation time.

4.2 Truncated Benders decomposition

In the original method [10], the objective function of master
(M) is initialized to 0, then systematically redefined as the
minimal distance to the new incumbent, so as to search
the next candidate in a neighborhood. Thus, the algorithm
improves the solution progressively, as in a local search,
but it may start with a low quality solution. We propose to
adapt this algorithm to conduct it explicitly as a heuristic
to compute good solutions fast. To this end, we initialize the
algorithm with an optimal approximate solution δ∗ of (P ∗),
then adjust the distance function, i.e. the neighborhood,
iteratively until finding a feasible solution.

More precisely, we first compute the duration δ∗at =∑
s∈S∗

t
Isaδ

∗
st of activation of any pump or valve a ∈ A

during time step t ∈ T in the approximated solution. We
expect that, in an optimal schedule x, if δ∗at is close to
∆t then a is active during t (i.e. xat = 1), and that, if
δ∗at is close to 0 then a is inactive during t (i.e. xat =
0). Furthermore, we estimate that the daily duration of
activation

∑
t∈T xat∆t of a is close to

∑
t∈T δ∗at. Hence,

the minimization criterion of (M) is initialized to:∑
a∈A

∑
t∈T

(∆at −xat∆t)
2 +

∑
a∈A

(
∑
t∈T

∆at −
∑
t∈T

xat∆t)
2 (16)

with ∆at =

{
δ∗at if δ∗at ∈ {0,∆t}
αat otherwise,

and αat ∈ {0, δ∗at,∆t}

is a parameter of diversification which is initialized to δ∗at
to search first around the approximated solution of (P ∗),
and is then updated randomly at each iteration.

Another difference with [10], is that we generalize the
method to networks with variable-speed pumps or pressure-
reducing valves. In this context, we propose to use a non-
convex NLP solver instead of the EPANET simulator to
evaluate the candidate solutions X ∈ {0, 1}A×T by solv-
ing the slave program, i.e. the standard MINLP formula-
tion with the binary variables x fixed to values X. Note
here that, unlike for the processing of the configurations
(see Section 3.4), we do not extend the definition of the
set of operable elements A by discretizing the continuous
state range for variable-speed pumps and pressure-reducing
valves. Finally, because we run the Benders decomposition
as a heuristic, the slave problem is not required to be solved
at optimality. Hence, when the global optimization of the
restricted non-convex NLP is too time consuming, a fast
local optimization solver can be used instead.

5 COMPUTATIONAL RESULTS

We experimented the full heuristic, sketched in Algorithm 1,
on two benchmark sets: Poormond [6] and Van Zyl [17].
In this section, we evaluate the solutions in comparison

Algorithm 1: Heuristic for (P )

1 for C ∈ CC(G′), s ⊆ A ∩ LC , t ∈ T do
2 solve F(Is, H∗) with Newton method

3 compute P s
t , R

s
t by summation ∀s ∈ S∗

t , t ∈ T
4 solve LP (P ∗): get δ∗

5 initialize (M): min (16) s.t. (10)-(14)

6 while unfeasible do
7 solve MIQP (M): get X

8 simulate X with Newton method or NLP solver

9 if X feasible then
10 return X

11 else
12 add cut (15) to (M)

13 update (16)

Figure 2: The Van Zyl network

with the best solutions known so far for these instances
(see [3] for a comparative analysis of the results published
in [3, 6, 10, 13] on Poormond).

5.1 Experimental set-up

The Poormond network, depicted in Figure 1, was derived
by [6] from the real water distribution network of Rich-
mond, England. It is a medium-size network with 47 nodes
including 1 source and 5 tanks, 44 pipes, 7 fixed-speed
pumps and 4 gate valves. The benchmark set has five daily
instances, denoted from P21 to P25, each corresponding
to the real dynamic power tariff, available at [14], that
occurred each day in range May 21-25, 2013. The time
horizon is discretized in T = 48 time steps of ∆t = 1/2
hour each. Pumps are required to stay on for at least 1
hour (τ1 = 2), off for at least 1/2 hour (τ0 = 1), and to be
activated at most N = 6 times. The Van Zyl network [17],
depicted in Figure 2, is a fictive, small but complex network
with 1 source, 2 tanks, 15 pipes, 1 check valve and 3 pumps
assumed to be variable-speed pumps after [8]. We experi-
mented on this network using the same 5 tariff profiles set
at the same time resolution. We denote the five instances
Z21 to Z25 accordingly.

The computations were performed on a Xeon E5-2650V4
2.2GHz with 254 GB RAM. The processing of the configu-
rations, including the Newton method, was implemented in
Python, while the default LP solver and MINLP solver of
Gurobi 7.0.2 were run on one thread to solve (P ∗) and (M)
respectively. For the Van Zyl instances, the slave problems
of the Benders decomposition were solved with the default
non-convex NLP local solver of Bonmin [1]. The step to
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discretize the allowed pump speed range was empirically
fixed to |Aa| = 6.

The heuristic solutions are compared with the best solu-
tions returned by the branch-and-cut method of [3] running
in 1 hour under the same experimental set-up. In [3], a
MILP outer approximation of (P ) is solved with a LP-
branch and bound augmented with user cuts: at each inte-
ger node, the corresponding pump configuration is evalu-
ated as in the Benders decomposition here described, and
no-good cuts generated accordingly. To make the com-
parison of the results valid, we implemented the exact
evaluation procedure described in [3]. It includes, for the
Poormond instances, a primal heuristic which slightly ad-
justs the duration of activation of the pumps to correct
the small bound violations induced by the fixed time dis-
cretization.

5.2 Quality of the approximation

Figure 3 illustrates on instance P21, for each of the 7 pumps
of the Poormond network, the optimal pump schedule δ∗

returned by (P ∗) after recomputation of the real flows and
heads (in blue), and the feasible pump schedule returned
by our heuristic (in pink). Figure 4 depicts the water filling
profiles of the 5 tanks for both solutions and, below, the
dynamic electricity tariff profile.

Figure 3: Approximated and feasible schedules

We observe for the approximated solution on Figure 4
that the water levels in the tanks (the blue curves) only
slightly fall outside the allowed range (delimited by the
black lines) which indicates that the approximated pump
schedule is close to be practically feasible. When consid-
ering the modelling errors and the security margins and
ignoring the formal pump aging constraints, this approx-
imated schedule could probably directly be applied as a
command for the real-time control of the pumps.

The near feasibility of the solution attests the relevancy
of approximating the tank heads to their median values.

Figure 4: Tank levels in the approximated and fea-
sible solutions

Indeed, we observe an average relative deviation lower than
1% between the flow profiles delivered by the pumps, before
and after recomputation with the actual tank heads. This
confirms our hypothesis, we observed on a sample configu-
ration, that the error on the flow due to this approximation
is significant only when some tanks are empty while oth-
ers are full. Here, on the contrary and as expected, the
filling profiles of the 5 tanks all follow the same dynamic
generated by the variable electricity tariff.

Perhaps more surprising, we observe on Figure 3 that
the approximated and feasible pump schedules overlap ex-
tensively, from 77% for pump 5C to 100% for pump 1A,
which indicates that the approximated solution mostly sat-
isfies the fixed time discretization constraint of model (P )
and the pump aging constraints, although they are entirely
relaxed in (P ∗). Actually, because (P ∗) has comparatively
few constraints (O(T |J |)), a basic solution has then few
columns. In other words, only a fraction of the configu-
rations over all the time steps have a non-zero duration
in the optimal approximated schedule. For instance P21
depicted here, only 104 configurations are active which
corresponds to 3% of the generated configurations, and, on
the 48 time steps, 15 are associated to an unique configura-
tion. This explains why pumps are activated at reasonable
frequency, from 1 for pump 1A to 21 for pump 4B, in the
approximated solution.

Finally as the approximated and feasible solutions are
close, their costs (111.03 euros for the former and 117.50 for
the latter) present a moderate gap (+6%). We observed the
same proximity on all the Poormond instances and on all
the Van Zyl instances too. For example, in instance Z21, the
approximated solution has only 50 active configurations on
more than 20,000 candidates over the 48 times steps and it
satisfies all the pump aging constraints. Only one iteration
of the Benders decomposition and a slight adjustment of
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Computation time (s) Cost (euros)

Day conf LP TBD Total TBD best[3] TBD/LB best/LB

P21 1.6 <0.1 16.3 17.9 117.50 112.48 8.2% 4.1%
P22 1.6 <0.1 11.2 12.8 118.55 116.49 5.6% 3.9%
P23 1.6 <0.1 8.0 9.6 120.93 120.85 4.1% 4.0%
P24 1.6 <0.1 10.9 12.5 137.05 134.99 4.6% 3.1%
P25 1.6 <0.1 21.2 22.8 98.74 92.53 9.8% 3.8%

Z21 2.1 <0.1 0.7 2.8 220.60 222.66 14.9% 15.7%
Z22 2.1 <0.1 1.7 3.8 230.07 230.69 14.1% 14.3%
Z23 2.1 <0.1 1.4 3.5 240.67 240.93 13.7% 13.8%
Z24 2.1 <0.1 0.6 2.6 267.77 268.91 14.4% 14.7%
Z25 2.1 <0.1 0.7 2.8 188.52 190.29 14.5% 15.3%

Table 1: Results of the heuristic

the pump speeds were needed to retrieve a feasible solution
with a +4.2% cost deviation.

5.3 Performance of the heuristic

Table 1 summarizes the computational results of our heuris-
tic on the 10 instances of Poormond and Van Zyl. On the
left part, the computation times (in seconds) are detailed
for each algorithmic component: the preprocessing of the
configurations (conf), the solution of the approximated
model (P ∗) (LP), and the truncated Benders decomposi-
tion (TBD). The right part of the table gives the costs (in
euros) of the solutions returned by our heuristic (TBD)
compared to the solutions of the branch-and-cut approach
returned in 1 hour (best [3]); TBD/LB and best/LB de-
note the respective optimality gaps to the best know lower
bound also returned by the branch-and-cut in 1 hour.

We observe that the heuristic computed good quality
solutions fast. About 2 seconds were required to generate
an approximated schedule, mostly to preprocess the set of
configurations since solving the LP was immediate. The
graph partition has a great impact on the number of config-
urations to process. On the Van Zyl network, for example,
the partition creates two components: the one with all
the operable elements but no demand – resulting in 456
configurations which are identical for each time step (even
for each instance, actually) – and the other with the unique
demand node, only two pipes and no operable elements –
resulting in one configuration for each time step. Hence, we
computed 456 + 48 hydraulic balances instead of 456× 48.

The truncated Benders decomposition ran in 14 seconds
in average on Poormond and in 1 second on Van Zyl. It
stopped with a feasible solution after the first iteration,
except for instance P25 which required two iterations. On
Poormond, the costs of the heuristic solutions were, in
average, 2.9% higher than the best solutions, and up to
5% higher for instance P25. In comparison, the branch-
and-cut required 306 seconds in average to compute a first
feasible solution of comparable quality (at 2.6% of the final
solutions). According to [3], our heuristic solutions also
improve upon the solutions reported by [6] and [10] after 1
hour of computation. On Van Zyl, the heuristic computed
in 3 seconds, in average, solutions which slightly improve
upon the solutions found in 1 hour by the branch-and-cut.
The average optimality gap is 14.3%. In comparison, [8]
reported approximated solutions with a 30% optimality
gap computed in 5 minutes by solving a MILP obtained
by piecewise linearization of the non-convex constraints in
(P ).

6 CONCLUSION

We formulated the pump scheduling problem in water dis-
tribution network as a new generic non-compact linear
program, based on the approximation of the head at the
water tanks and on the relaxation of the pump aging con-
straints. This approximation turned out to be both tight
and easy to solve when experimented on two networks with
different characteristics. We were then able to quickly find
low cost feasible solutions by searching in a neighborhood of
the approximated solutions. These results lead us to believe
that this method could deal with networks larger than with
the currently known approaches. Failing to dispose of such
study cases, we envisage to build new realistic instances
to confirm our claim. Perspectives to extend our method
are, first, to exploit the new LP approximation in a global
optimization approach, and, second, to exploit historical
data of network operations to build the configuration set.
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ABSTRACT
The Rapid Transit Network Design planning problem along a
multi-period time horizon is treated by considering uncertainty
in passenger demand, strategic costs and network disruption. The
problem has strategic decisions about the timing to construct
stations and edges, and operational decisions on the available
network at the periods. The uncertainty in the strategic side is
represented in a multistage scenario tree, while the uncertainty
in the operational side is represented in two-stage scenario trees
which are rooted with strategic nodes. The variability in the
strategic cost along the time horizon as well as the variability
in the lost passenger demand to the operational transit system
current conditions could be very high. In order to avoid the nega-
tive impacts of low probability but high cost or high lost demand
scenarios, some risk reduction measures should be considered.
In this work the expected conditional stochastic dominance func-
tional is modeled in two flavors. First, controlling the cost in
the strategic scenarios in selected groups and clusters and sec-
ond, controlling the lost passenger demand in the operational
scenarios. Both flavors are time consistent.

KEYWORDS
Transportation, Rapid Transit Network Design, multistage multi-
horizon scenario trees, 0-1 models, risk averse, matheuristic al-
gorithms.

1 INTRODUCTION
Transportation systems are spatially distributed systems, which
are vulnerable to different incidents that may occur. Despite the
unpredictable nature of these incidents in terms of location, time
and magnitude, effective mitigation methods should be designed
from the very first strategic stage of design.

When designing a transport network, decisions are made ac-
cording to an expected value for network state variables, such as
infrastructure, vehicle, and traffic conditions, which are uncertain
in a planning horizon of up to decades.

In order to find resilient network designs, different research
approaches can be used, such as deterministic static, two-stage
stochastic, multistage stochastic and robust optimization, among
others. Robust optimization features solutions which are immune
to data uncertainty [8, 23]. However, these solutions have been
demonstrated to be too conservative and, then, expensive on a
daily basis [11]. The key is that the recovery of the system in

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the
International Network Optimization Conference (INOC), June 12-14, 2019:
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

different operational scenarios in a given strategic scenario may
not be as expensive as the introduction of traditional robustness
concepts.

It is also well known that deterministic models do not provide
high quality solutions if long planning horizons are considered,
where variability of data is prominent. It should be pointed out
that the optimization of the Risk Neutral (RN) model has the
drawback of providing a solution that ignores the potential vari-
ability of the objective function value in the scenarios and, so, the
occurrence of low-probability high-cost scenarios. Alternatively,
risk averse measures could be considered.

This work aims at advancing the state-of-the-art of rapid tran-
sit network design by introducing a novel modeling approach
for a stochastic recoverable robustness.

Review of the State-of-the-Art. In the context of rail Rapid
Transit Network Design (RTND), a complete review is recently
given in [27]. There is an extensive literature about determin-
istic RTND problems, where all parameters are assumed to be
known with certainty [7, 10, 12, 13, 22, 25, 29, 30]. But, stochastic
optimization is currently one of the most robust tools for deci-
sion making and broadly used in real-world applications in a
wide range of problems from different areas (energy, finance,
production, distribution, supply chain management, etc.). It is
well known that an optimization (say, minimization) problem
under uncertainty with a finite number of possible supporting
scenarios has a Deterministic Equivalent Model (DEM). Tradi-
tionally, special attention has been given to optimizing the DEM
by minimizing the objective function expected value in the sce-
narios, subject to the satisfaction of all the constraints, i.e., the
so-called Risk Neutral (RN) approach. Note that large DEMs can
be solved by using different types of decomposition approaches,
e.g., see in [1]. There have been many attempts with two-stage
problems in the field of RTND, which are approximations of real
problems [11, 17, 26]. Other rail related problems have been also
addressed with a two-stage RN approach [9, 15, 16, 28]. Recently,
in a series of works [4–6], an alternative approach so-named
Service Reliability is introduced for solving large-scale mixed 0-1
models with uncertain passenger demand in RTND.

Let us point out that the optimization of the RN model has
the drawback of providing a solution that ignores the potential
variability of the objective function value in the scenarios and, so,
the occurrence of low-probability high-cost scenarios. Alterna-
tively, risk averse measures could be considered. A computational
comparison of some risk averse measures is presented in [2].
Several versions of the multistage mixed 0-1 time-inconsistent
risk averse measure based on the Stochastic Dominance (SD)
functional introduced in [18] have been presented in [19], and a
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time-consistent version of the multistage mixed 0-1 risk averse
SD measure is introduced in [21].

For strategic problems (such as RTND), strategic decisions
should not depend, even in part, on operational uncertainties in
the previous periods. Long-term uncertainty, basically passenger
demand and investment costs, should be represented in a multi-
stage scenario tree, where short-term operational uncertainty, ba-
sically RTN elements’ disruptions, should be represented by con-
sidering sub-trees rooted with the strategic nodes. The mixture of
those trees may be named as (strategic) multistage (operational)
multi-horizon tree. It is worthy to point out that its structure
strongly impacts on the model design. Additionally, that type of
model should also impact on the decomposition methodologies
for problem solving in an affordable effort. Partially due the prob-
lem difficulty, there is not a wide literature on the subject. As
we know [20, 24, 33] are the first works dealing with multistage
multi-horizon trees. A specific application is presented in [33]
for a gas transportation network, where the risk averse measure
Average Value-at-Risk is considered. A multistage multi-horizon
modeling is presented in [3] for an electricity transmission and
generation network capacity expansion planning, where the risk
averse measure Time Stochastic Dominance is considered. [14] is
the first work as we know that addresses the RTND problem as a
RN model in a multistage scenario tree by considering dependent
stage-wise non-Markovian scenarios with a mixture of the sets
of strategic and operational uncertain parameters.

In order to avoid the negative impacts of low probability but
high cost or high lost demand scenarios, this work presents a
strategic multistage operational multi-horizon 0-1 stochastic risk
averse optimization model for the RTND problem. The expected
conditional stochastic dominance functional is modeled in two
flavors. First, controlling the cost in the strategic scenarios in
selected groups and clusters and second, controlling the lost
passenger demand in the operational scenarios. Both flavors are
time consistent.

This short version of the paper is organized as follows. Section
2 presents the main elements of the scenario tree partitioned in
the strategic multistage tree and the operational two-sage trees
rooted in nodes in the strategic tree. Section 3 is devoted to the
meta model where strategic and operational constraints are con-
sidered. Section 4 presents several time-consistent risk averse
measures based on the stochastic dominance functional. And, Sec-
tions 5 and 6 sketch out the solution approach and computational
experiments, respectively.

2 STRATEGIC MULTISTAGE AND
OPERATIONAL TWO-STAGE SCENARIO
TREES

For completeness let us consider the main elements of the prob-
lem inspired in [14, 20]. To represent the uncertainty a scenario
analysis approach is used, where the scenario set can be visual-
ized in a tree. Let E be the set of stages along the time horizon,
E = |E |, Te be the set of periods (usually, years, semesters) in
stage e , for e ∈ E, T be the set of periods in the time horizon,
such that T = ∪e ∈ETe , T = |T |, and Ω be the finite set of rep-
resentative strategic scenarios. A scenario ω ∈ Ω is a particular
realization of the uncertain strategic parameters along the time
horizon, it is represented in the tree as a root-to-leaf path. A
node of the strategic scenario tree represents an event, where
it is assumed that the realization of the strategic uncertain pa-
rameters and strategic decision variables take place at the first

Figure 1: Strategic multistage scenario tree with opera-
tional two-stage scenario trees

period of the related stage. Notice that the group of scenarios
that have the same realization of the uncertain parameters up to
any given stage have the same value for the strategic decision
variables up to that stage and, thus, the well-known nonantic-
ipativity principle is satisfied. Let n and N denote a node and
the set of lexicographically numbered nodes {1, . . . , |N |} in the
tree, and Ne is the set of nodes that belong to stage e , such that
N = ∪e ∈ENe . Let also Ωn ⊆ Ω denote the group of scenarios
with one-to-one correspondence with node n in the tree. Each
node represents a point in time where a strategic decision can be
made. Once a decision is made, some contingencies may occur,
and information related to those contingencies is available at the
beginning of the next stage.

The additional notation to represent the strategic multistage
scenario tree is as follows:

te , first period in the lexicographically ordered setTe in stage
e , for e ∈ E.

en , stage to which node n belongs to, for n ∈ N .
An , set of nodes composed of node n and its ancestors in the

tree, for n ∈ N . Note: A1 = {1}.
Ãn , set of nodes composed of noden and its ancestorswhose re-

lated variables (i.e., representing strategic decisions) have
nonzero elements in the constraints in node n, for n ∈ N .
Note: Ãn ⊆ An .

Sn , set of successor nodes of node n in the tree, for n ∈ N .
Sn1 , set of immediate successor nodes to noden, forn ∈ Ne , e ∈

E. Note: Sn1 ⊆ Sn .
σn , immediate ancestor node to node n, thus, σn ∈ An , for

n ∈ N \ {1}.
wω , weight or probability assigned to scenario ω, for ω ∈ Ω,

andwn =
∑
ω ∈Ωn wω , for n ∈ N .

Now, consider any node n ∈ N also as a representative of
any operational period of stage en . The operational uncertainty
attached to node n is represented by a finite set of scenarios. They
are so-called operational scenarios in a two-stage tree rooted with
node n, and the realizations of the scenarios are, precisely, the
nodes in the second stage. A 7-node scenario tree is depicted in
Fig. 1.

In RTND problems, passenger demand may be considered as
the most important uncertain parameter, since its uncertainty is
the most independent one of the design of RTN; so, the strategic
multistage scenario tree is generated around it. Also assume
that the strategic (investment) cost is on some way correlated
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with the passenger demand. Therefore, passenger demand and
investment cost are strategic uncertain parameters defined in
strategic nodes while RTN disruptions and operational cost are
operational uncertain parameters defined in operational nodes
(the ones in the second stage of the two-stage tree rooted with
strategic nodes). Thus, in order to have affordable dimensions
in the scenario tree from a computational point of view, as an
illustration consider E = 4 stages, with 5 periods, say years, each
one. On the other hand, assume that the number of strategic
immediate successor nodes of node n is |Sn1 | = 3 for en = 1, 2, 3
and, so, the cardinality of the scenario tree is |N | =

∑
e ∈E |Ne | =

1 + 3 + 9 + 27 = 40 nodes. Some additional notation related to
the RTN infrastructure is as follows:

I , set of RTN infrastructure elements to be constructed.
ℓi , latency, i.e., number of periods that are required between

the period when the construction starts for the RTN in-
frastructure element i (e.g., an edge as a connection of two
stations, a station in the network) and the period at which
it becomes available for operation.

Ii , set of RTN infrastructure elements whose construction
cannot start until element i is available (i.e. its construction
is over), for i ∈ I . Note: Ii ⊂ I .

J , set of RTN operational elements.
I j , set of RTN infrastructure elements that should be available

when operational element j is active, for j ∈ J . Note: I j ⊂ I .
The notation for the other elements in strategic node n and

its operational two-stage scenario tree is as follows, for n ∈ N :
ιni , strategic ancestor node related to RTN infrastructure el-

ement i , such that the period which it belongs to (i.e., te
where e ≡ eιni ) is the latest period by which element i
can start its construction, so that it is available for use in
the RTN at any period in set Ten for strategic node n, for
n ∈ N , i ∈ I :

ιni = arдmaxq∈An {teq ∈ T : teq ≤ ten − ℓi }.

Πn , set of operational scenarios for the two-stage tree rooted
with strategic noden. As an illustrative case, assume |Πn | =

8 operational scenarios per each node n in the tree with
|N | = 40 strategic nodes in the case that have been illus-
trated above. So, in total, there are 320 uncertain situations
to be dealt with, being partitioned in 40 groups. It means
that there are 320 RTN operational submodels within the
strategic-operational one to be presented next. Many of
those submodels will probably have the same or a similar
topology.

wπ , weight or probability of operational scenario π , for π ∈

Πn , such that
∑
π ∈Πn w

π = 1.

3 STRATEGIC MULTISTAGE OPERATIONAL
TWO-STAGE STOCHASTIC RISK
NEUTRAL 0-1 MODEL

The Risk Neutral (RN) model that is introduced in this section
requires the following notation for the variables:
(xn )i , 0-1 step variable for RTN infrastructure element i in noden,

for i ∈ I . Its value is 1 if the element starts its construction
by period ten and otherwise, 0, forn ∈ N : ten ≤ T−ℓi , i ∈
I . It is a strategic variable. Let xn be the |I |-dimensional
vector of variables {(xn )i ∀i ∈ I }. Notice that (xn )i −

(xσ
n
)i = 1 means that element i starts is construction at

node n.
(yπ )j , 0-1 impulse variable for RTN operational element j in op-

erational node π , for π ∈ Πn, n ∈ N , j ∈ J . Its value is 1
if the element is active at operational scenario π in stage
en to which strategic node n belongs to and otherwise, 0.
It is an operational variable. Let yπ be the |J |-dimensional
vector of variables {(yπ )j ∀j ∈ J }.

Note: It is well-known that the modeling scheme where the step
x-variables are considered is stronger than the model where they
are replaced with impulse variables.

The parameters are as follows:
(an )i , objective function coefficient (i.e., investment cost) related

to the RTN infrastructure element i if it starts its construc-
tion at node n, for n ∈ N : ten ≤ T −ℓi , i ∈ I . It is assumed
that the construction cost is made at the starting period
ten . Note: That assumption can be easily replaced with an
ad-hoc policy.

bπ , vector of the objective function coefficients (e.g., passenger
demand lost, among others) of the operational variables
in vector yπ , for π ∈ Πn, n ∈ N .

hns , rhs of the set of constraints related to strategic node n, for
n ∈ N .

A
q
n , constraint matrix for the variables in vector xq of ancestor

node q in the strategic constraints related to node n, for
q ∈ Ãn, n ∈ N .

hπo , rhs of the set of constraints related to operational scenario
π , for π ∈ Πn, n ∈ N .

Bπ , constraint matrix for the variables in vector yπ , for π ∈

Πn, n ∈ N .
k , interest rate by period.
The DEM RN 0-1 model can be expressed as follows:

z = min
∑
i ∈I

∑
n∈N :

ten ≤T−ℓi

1
(1 + k)ten

wn (an )i ((x
n )i − (xσ

n
)i )+

∑
n∈N

1
(1 + k)ten

wn |Ten |
∑
π ∈Πn

wπbπyπ ,

(1)
subject to∑

q∈Ãn
A
q
nx

q = hns ∀n ∈ N

(xσ
n
)i ≤ (xn )i ∀n ∈ N : ten ≤ T − ℓi , i ∈ I

(xn )i′ − (xσ
n
)i′ ≤ (x ι

n
i )i ∀n ∈ N : ten ≤ T − ℓi , i

′ ∈ Ii , i ∈ I

(yπ )j ≤ (x ι
n
i )i ∀π ∈ Πn, n ∈ N , i ∈ I j , j ∈ J

Bπyπ = hπo ∀π ∈ Πn, n ∈ N
(xn )i ∈ {0, 1} ∀n ∈ N : ten ≤ T − ℓi , i ∈ I
(yπ )j = 0 ∀π ∈ Πn, n ∈ N , j ∈ J
yπ ∈ {0, 1} ∀π ∈ Πn, n ∈ N , j ∈ J .

(2)

4 RISK AVERSE EXPECTED CONDITIONAL
STOCHASTIC DOMINANCE
FUNCTIONALS

There are some risk averse approaches that deal with risk man-
agement [31], see a computational comparison in [2]. Among
them, the Stochastic Dominance (SD)-based measures reduce the
risk of the negative impact of the solutions in non-wanted sce-
narios in a better way than the others under some circumstances.
See in [18, 32] its theoretical foundations, among others.
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In a rapid transit network, the variability in cost along the
time horizon in the strategic scenarios (where the operational
scenarios are considered) and the variability in lost passenger
demand in the operational scenarios for the related strategic
node in the stages could be very high. In order to avoid the
negative impact of the solution in the scenarios, mainly those
with low probability and high cost or high lost demand, some
risk reduction measures should be considered.

Time-consistency
Roughly, a risk-averse measure is time-consistent if the solution
to be obtained from the submodel supported by a subtree rooted
with a node at a given stage in a multistage scenario tree is
the same as the one for that node and successors in the model
supported by the full multistage scenario tree.

The rationale behind a time-consistent risk measure is that the
solution value to be obtained in any node n and its successors for
the related submodel "‘solved"’ at stage en should have the same
value as in the original model "‘solved"’ at stage e = 1. Obviously,
the RN model given by (1) and (2) and the model given by (1),
(2) and (5) supported by the operational two-stage trees rooted
at the strategic nodes are time-consistent. Additionally, it is not
difficult to prove that the model given (1),(2),(3) and (5) is also
time-consistent; in another context, see [21].

Section 4.1 presents the expected conditional stochastic domi-
nance (ECSD) version for controlling the objective function value
(i.e., the overall strategic-operational cost) in the scenario groups
for modeler-driven subset of stages. Section 4.2 presents a sto-
chastic dominance (SD) risk averse functional for controlling the
objective function value (i.e., the overall strategic-operational
cost) in a modeler-driven set of scenario clusters. The conditions
to be satisfied by the SD functional in order to have the time-
consistency property are also given. And Section 4.3 presents the
ECSD version for controlling the lost passenger demand in the
operational scenarios.

4.1 Objective function excess risk reduction
for strategic scenario groups

The risk averse measure ECSD for the Net Present Value (NPV) of
the expected objective function value composed of the expected
investment cost on stations and edges of the new network (for
short, expected strategic cost) and the expected operational cost
of the available infrastructure elements of the new network for
each strategic node in the whole time horizon requires the fol-
lowing additional sets of modeler-driven scenario groups and
profiles:
ESt , subset of stages in set E, whose scenario groups with one-

to-one correspondence with strategic nodes (including the
related operational ones) are to be considered.

Pn , set of profiles for scenario group Ωn , for n ∈ Ne , e ∈ ESt .
For each profile p ∈ Pn , let the following modeler-driven

parameters:
ϕp , objective function (i.e., cost) threshold in the whole time

horizon to consider for any scenario in group Ωn (i.e.,
groupwith one-to-one correspondencewith strategic node
n), where the operational scenarios in set Πn are taken
into account.

s̃p , upper bound of the expected cost excess over threshold
ϕp for any scenario ω in group Ωn .

sp , upper bound of the expected cost excess over threshold
ϕp in group Ωn as a whole.

The profile contents are inspired in the second-order stochas-
tic dominance functional induced by integer-linear recourse for
multistage stochastic problems, see its time-consistent version
in [21].

The variable for pair (ω,p), where ω is a strategic scenario in
group Ωn and p is the index of profile in Pn is as follows:
sω ,p , continuous variable that takes the expected cost excess

over threshold ϕp in strategic scenario ω in group Ωn ,
where the operational scenarios in set Πn are taken into
account.

The objective function (i.e., overall strategic-operational cost)
risk reduction ECSD constraint system can be expressed as:∑

i ∈I

∑
q∈Aω :

teq ≤T−ℓi

1
(1 + k)teq

(aq )i ((x
q )i − (xσ

q
)i )+

∑
q∈Aω

1
(1 + k)teq

|Teq |
∑
π ∈Πq

wπbπyπ − sω ,p ≤ ϕp and

0 ≤ sω ,p ≤ s̃p ∀ω ∈ Ωn, p ∈ Pn, n ∈ Ne , e ∈ ESt∑
ω ∈Ωn

(wω/wn )sω ,p ≤ sp ∀p ∈ Pn, n ∈ Ne , e ∈ ESt .

(3)
Notice that the key element in constraint system (3) is that

those scenario-cross constraints are related to scenarios that
belong to the same group at any stage in set ESt .

4.2 Objective function excess risk reduction
for strategic scenario clusters

A risk reduction functional for the objective function value in
scenario clusters is presented in this sectionwith a similar scheme
as the one presented in the previous section for the scenario
groups with one-to-one correspondence with a modeler-driven
stage subset. So, it has similar notation for the risk reduction
profiles. The difference between both functionals is that, now,
the strategic scenarios to consider are clustered according to
a modeler-driven criterion. So, let C denote the set of scenario
clusters, and Ωc is the set of strategic scenarios in the cluster
indexed with c , for c ∈ C . There is a high flexibility on the
structuring of the clusters, i.e., (a) a scenario could belong to
more than one cluster, and (b) more than one cluster may have
one-to-one correspondence with the same strategic node.

Let Pc denote the set of profiles for scenario cluster Ωc , for
c ∈ C . So, for each profilep ∈ Pc , let the followingmodeler-driven
parameters:
ϕp , Objective function (i.e., cost) threshold in the whole time

horizon to consider for any scenario in cluster Ωc , where
scenario ω, for ω ∈ Ωc includes the strategic nodes in
it ancestor path down to the root node in the strategic
multistage tree, Aω , so that the operational scenarios in
set Πq are taken into account, for q ∈ Aω .

s̃p , upper bound of the expected cost excess over threshold
ϕp for any scenario ω in cluster Ωc .

sp , upper bound of the expected cost excess over threshold
ϕp in cluster Ωc as a whole.

The variable for pair (ω,p), where ω is a strategic scenario in
cluster Ωc and p is the index of profile in Pc is as follows:
sω ,p , continuous variable that takes the expected cost excess

over threshold ϕp in strategic scenario ω in cluster Ωc ,
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where the operational scenarios in set Πq are taken into
account.

The risk reduction stochastic dominance constraint system
related to the objective function (i.e., overall strategic-operational
cost) can be expressed as:

∑
i ∈I

∑
q∈Aω :

teq ≤T−ℓi

1
(1 + k)teq

(aq )i ((x
q )i − (xσ

q
)i )+

∑
q∈Aω

1
(1 + k)teq

|Teq |
∑
π ∈Πq

wπbπyπ − sω ,p ≤ ϕp and

0 ≤ sω ,p ≤ s̃p ∀ω ∈ Ωc , p ∈ Pc , c ∈ C∑
ω ∈Ωc

(wω/wc )s
ω ,p ≤ sp ∀p ∈ Pc , c ∈ C,

(4)
wherewc =

∑
ω ∈Ωc w

ω for c ∈ C .
Notice that the key element in constraint system (4) is similar

to the one in system (3), here, those scenario-cross constraints
are related to scenarios that belong to the same cluster.

It is worth pointing out that the risk reduction functional given
in system (4) is a time-consistent one, provided that the following
conditions are satisfied:

(1) The scenarios do not overlap in the clusters, i.e.,Ωc∩Ωc ′ =

∅ for any pair c, c ′ ∈ C : c , c ′.
(2) Each scenario cluster Ωc for c ∈ C is included in some

scenario strategic group Ωn , i.e., ∃n ∈ Ne : e ∈ E such
that Ωc ⊆ Ωn, c ∈ C .

It is also worth pointing out that the time-consistency of the
functional does not prevent that any scenario group is partitioned
in several scenario clusters.

4.3 Risk reduction for the lost passenger
demand at selected strategic nodes

The risk averse measure ECSD is specialized in this section for
risk reduction in the operational scenario set Πn, n ∈ N . Here,
the function to consider is (the operational one related to) the
passenger demand lost to the current transport system in the
operational scenarios in the strategic nodes of a subset os stages.

The operational-based ECSD requires the following additional
sets and elements for modeler-driven strategic nodes:

EOp , subset of stages in set E, whose passenger demand lost is
to be reduced. Note: ESt ∩ EOp could be an empty set.

W , passenger groups defined by origin/destination (o/d) pairs.
дπw , number of passengers in groupw , forw ∈W . Notice that

its demand could be lost; it is a parameter that belongs to
the objective function operational vector bπ .

f πw , a 0-1 variable, such that its value 1 means that passen-
ger groupw is lost to the current network in operational
scenario π and otherwise, 0, for w ∈W , π ∈ Πn, n ∈ N .
Note: Variable f πw belongs to operational variables vector
yπ .

Pn , set of profiles that are associated with operational scenario
set Πn , for n ∈ N e , e ∈ EOp , instead of been associated
with strategic scenario group Ωn as it is presented in Sec-
tion 4.1.

For each profile p ∈ Pn , the following parameters are required:
γp , passenger demand lost threshold to consider in any oper-

ational scenario π , for π ∈ Πn .

s̃p , upper bound of the demand lost excess over threshold γp
in any operational node π , for π ∈ Πn .

sp , upper bound of the expected demand lost excess over
threshold γp in set Πn .

The variable for pair (π ,p), where π is an operational node
and p is the index of a profile in strategic node n, for p ∈ Pn, π ∈

Πn, n ∈ N e , is as follows for stage e , for e ∈ EOp :
sπ ,p , continuous variable that takes the passenger demand lost

over threshold γp in operational scenario π , for π ∈ Πn .
The risk reduction ECSD constraint system related to the

(operational) passenger demand lost can be expressed
1

(1 + k)te
|Te |

∑
w ∈W

дπw f πw − sπ ,p ≤ γp and

0 ≤ sπ ,p ≤ s̃p ∀π ∈ Πn, p ∈ Pn, n ∈ N e , e ∈ EOp∑
π ∈Πn

wπ sπ ,p ≤ sp ∀p ∈ Pn, n ∈ N e , e ∈ EOp .

(5)

So, the ECSD model that is proposed in this work can be
expressed as the expected cost (1) to minimize, subject to the
strategic node-based constraint system (2), the one for linking
strategic and operational variables and the operational node-
based constraint system, plus the cross strategic scenario group
and operational set based constraint systems (3) and (5), respec-
tively.

5 SOLUTION APPROACH
Given the problem’s complexity and the huge model’s dimen-
sions (due to the RTND static model as well as the potentially
high number of scenario nodes in the multistage setting), it is
unrealistic to seek for an optimal solution, even by considering
decomposition approaches for problem solving. So, a decom-
position approach is required for obtaining a (hopefully, good)
feasible solution where its optimality gap is guaranteed.

A version of the matheuristic FLAggA (that stands for Fix-and-
Lazy Aggregated / de-aggregated Algorithm) [14] is presented in
the full paper to deal with the risk averse measures represented
in the constraint systems (3), (4) and (5).

6 COMPUTATIONAL EXPERIMENT
This section introduces the computational experiment, whose
results are not detailed due to space limitations. It is based on
the RTN so-called R1, see [29], which has also been used in
[10, 11, 17, 25], among others. It features 9 nodes, 15 edges and 72
passenger groups. All previous efforts for problem solving have
been devoted either to the deterministic or the RN version of the
network.

A broad computational study is performed to compare the per-
formance of FLAggA and the plain use of a state-of-the-art solver
on one hand. And on the other one, a computational analysis is
carried out by comparing the RN version of the model with the
proposed risk averse measures.

Two different scenario trees are considered in the experiment,
namely a proof-of-concept tree and a tree with more realistic
dimensions. The first tree features 3 stages, 7 strategic nodes, 56
operational scenarios and 4 strategic scenarios. The second tree
features 4 stages, 40 strategic nodes, 320 operational scenarios
and 27 strategic scenarios.

The RN solution provides a high variability in many issues,
as for example in the lost passenger demand. For the 40-node
scenario tree case, for illustrative purposes, the differences be-
tween the strategic scenarios is shown in Figure 2. The upper
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Figure 2: Scenario demand and lost demand

curve in the figure depicts the passenger demand for each of the
strategic scenarios, while the middle and lower curves depict the
expected lost of passenger demand for two latency strategies as
provided by the incumbent solution obtained by the matheuristic
algorithm FLAggA.

Table 1 shows some statistics for the demand and lost demand
in the scenarios. The headings are related to the largest, smallest,
average and its standard deviation. The purpose of the proposed
risk averse functionals is to reduce this level of lost demand with
the same allowed budget for infrastructure investment.

Table 1: Passenger demand statistics for the 27 strategic
scenarios

Demand larдest smallest aver dev

Scenario-based 5828.52 3025.38 4229.25 577.64
Lost for ℓ = 1 3858.39 2391.86 3160.52 325.99
Lost for ℓ = 0 2560.68 1823.13 3221.41 179.47
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ABSTRACT
Given a graph G = (V ,E), integer bounds l ,u : 0 ≤ l ≤ u and
positive integer weights assigned to the vertices V ofG , the Min-
imum Cardinality Balanced and Connected Clustering Problem
(MCBCCP) consists of finding a minimum cardinality partition-
ing of the vertices ofV so that (a) each set in the partition induces
a connected subgraph of G and (b) the sum of the weights of the
vertices in each set belongs to the interval [l ,u]. In this paper, we
present an integer programming formulation, valid inequalities
and a Branch-and-cut algorithm for MCBCCP. Our computa-
tional experiments suggest that the inequalities investigated here
help the overall performance of the algorithm. In addition to the
one tested here, we discuss other formulations, following differ-
ent modeling arguments. Some of them are based on MCBCCP’s
connections to other combinatorial optimization problems found
in the literature.

KEYWORDS
Combinatorial Optimization, Clustering, Spanning forests, Branch-
and-cut algorithms

1 INTRODUCTION
A K partition of the vertex set of an undirected graphG = (V ,E)
(n = |V |,m = |E |) is a collection {V1, . . . ,VK } of K non-empty
pairwise disjoint subsets ofV such that ∪Kj=1Vj = V . The vertices
in the same partition define a cluster. Assume that positive integer
weights {wi ∈ Z : i ∈ V } are assigned to the vertices of G and
that integer bounds l ,u : 0 ≤ l ≤ u are given. Given S ⊆ V ,
definew (S ) as ∑i ∈S wi . If the conditions

l ≤ w (Vj ) ≤ u, j = 1, . . . ,K , (1)
are satisfied, the clusters are balanced. Define E (S ) = {{i, j} ∈
E : i, j ∈ S } as the edges with both endpoints in S and denote
by C the collection of all connected subgraphs of G, including
those with just a single vertex and no edge incident to it. If
{(Vj ,E (Vj )) ∈ C : j = 1, . . . ,K }, the clustering is connected. If
l ≤ w (Vj ) ≤ u and (S ,E (Vj )) ∈ C for every j = 1, . . . ,K the
clustering is balanced and connected. Accordingly, each cluster
Vj is balanced and connected.

TheMinimumCardinality Balanced and Connected Clustering
Problem (MCBCCP) consists of finding a balanced and connected
clustering ofG of minimum cardinality. MCBCCP is an NP-Hard
optimization problem, even for series parallel graphs, but is solv-
able in linear time in case G is a path [13].

Our goal is to solve MCBCCP when G does not belong to
a particular graph class. To that aim, we introduce an integer
∗This research is partially funded by CNPq grants 303928/2018-2, 431369/2016-0
and FAPEMIG grants CEX-PPM-00164/17, APQ-02645-16.
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programming formulation, valid inequalities and an exact solu-
tion approach, of the Branch-and-cut type [21]. These topics are
addressed in Sections 2 and 3. Our preliminary computational ex-
periments reported in Section 4 suggest that the valid inequalities
discussed here were of help to enhance the overall performance
of the Branch-and-cut algorithm. In addition to that, we describe,
at the last section of this paper, several other modeling strate-
gies that may lead to effective MCBCCP exact algorithms. We
also highlight connections between MCBCCP and some network
design problems, that may be explored from a modeling and
algorithmic perspective.

In the remaining of this section, we review some clustering
problems, concentrating mostly on those that closely relate to
MCBCCP, and thus, require clusters to be either balanced or to
satisfy some kind of connectivity constraint.

Graph clustering is a central problem in Operations Research,
Computer Science and Artificial Intelligence. They arise in appli-
cations as diverse as circuit board and micro-chip design, parallel
computation, sparse matrix factorization and data mining [12].
Depending on the objective function and on the similarity cri-
teria used to group vertices, different clustering problems arise.
Not surprisingly, the literature on the topic is vast; a review of
several clustering problems can be found, for instance, in [25].

Ito et al. [13] discussed three problems related to optimal choos-
ing connected and balanced clusters. One of them consists of de-
ciding whether or notG has a balanced and connected clustering
of fixed size p. The other two are MCBCCP and the problem that
maximizes the number of clusters. All of them arise in practical
applications such as political districting, paging systems of oper-
ation systems and image processing. Ito et al. [13] was concerned
with MCBCCPs defined on trees. To that particular input graph
class, the authors presented the first polynomial time algorithm.

A common sense in graph clustering is that similar vertices
should be grouped together, while dissimilar ones should be
separated. Quite often, the similarity of a pair of vertices i, j is
measured by a weight ci j . Therefore, an objective function that
arises frequently in practice, specially for cardinality constrained
clustering problems, is theminimization of the sum of theweights
of the edges connecting vertices in different clusters [1, 8, 11, 12,
15, 23, 24, 27]. Since ∑{i,j }∈E ci j is a constant, an equivalent
problem consists of maximizing the sum of the weights of the
edges connecting vertices in the same clusters. In general, graph
clustering is NP-Hard [9].

The problem of finding optimal balanced clusterings of fixed
cardinality has received substantial attention in the literature.
Jonhson et al. [14] investigated one such problem. In addition to
integer bounds l ,u and weights {wi : i ∈ V }, costs {ci j : {i, j} ∈ E}
are also assigned to the edges of E. The problem thus consists of
finding a K balanced clustering of G that minimizes the function∑K
k=1
∑
{i,j }∈E (Vk ) ci j . In that particular problem, input graphs

are not complete and clusters do not need to induce connected
subgraphs of G.
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Clustering under some sort of connectivity requirements has
also been a topic of interest [3, 5, 7, 17]. In Lari et al. [17], the
number of clusters K is defined beforehand. There is a subset
S (K = |S |) of V that plays the role of clusters heads. The re-
maining vertices, those in the set U = V \ S , are denoted unit
vertices. The problem asks for a K-centered connected partition
of G: a partition of the vertices of G into K connected subgraphs
{(Vj ,E (Vj )) : j = 1, . . . ,K }, such that |Vj ∩ S | = 1 for each
j = 1, . . . ,K . One cluster head must be assigned to each cluster
and unit vertices must be assigned to one vertex in S , the head of
one cluster. The cost of assigning a unit vertex u ∈ U to a cluster
head i ∈ S is denoted cui . The cost of a component (or cluster)Vj
is ∑i ∈S∩Vj ∑u ∈Vj∩U cui . Additionally, weights {wv : v ∈ V } are
assigned to each vertex ofG . Lari et al. [17] investigated the prob-
lem of finding K centered connected partitions of G for different
min-max objective functions involving either the assignment
costs or the vertices’ weights. The complexity class of each of
these variants was also investigated.

Brucker [3] investigated the problem of clustering the vertices
of V in K or fewer sets such that each vertex set induces a sub-
graph with diameter at most p; the diameter being the longest
minimum shortest path between two vertices in the subgraph.
The problem was proven to be NP-Complete and remains so even
if K = 3 and all edges’ lengths are taken from the set {0,1}. Deo-
gun et al. [6] investigated the same K clustering problem under
binary edge costs. They introduced approximation results and
algorithms, specialized for certain classes of input graphs.

Edachery et al. [7] introduced the Partition into Distance
p−cliques Problem, another optimization problem whose deci-
sion version was proven to be NP-Complete. A vertex set S ⊆ V
is a distance p−clique if, for any pair of vertices i, j ∈ S , there is a
path in the graph (S ,E (S )) that involves at most p edges (or hops).
The Partition into Distance p−cliques Problem thus consists of
partitioning the vertex set ofV in to the least number of distance
p−cliques. For solving the problem, Edachery et al. [7] introduced
heuristics and addressed their performance on various large scale
graphs found in the telecommunication industry.

Nossack and Pesch [20] investigated the acyclic clustering
problem, a problem defined in terms of a vertex and arc weighted
directed graph D = (V ,A). A feasible solution to the problem is
a K balanced clustering, with one additional property: the graph
obtained by shrinking each cluster into a single vertex and by
merging arcs that start and end at the same pair of inbound and
outbound clusters must be a directed acyclic graph. The objective
function consists of maximizing the sum of the weights of the
arcs with both endpoints in the same cluster.

Finally, Aragão and Uchoa [5] investigated the γ -Connected
Assignment Problem (γ−CAP). Given G = (V ,E), a set of colors
K = {1, . . . ,k }, a vector γ = (γ1, . . . ,γk ) of positive integers and
costs {ciq : i ∈ V ,q ∈ K }, the γ -Connected Assignment Problem
consists of finding a minimum cost assignment of colors to the
vertices in such a way that no set of vertices assigned to the same
color q induces a subgraph of G with more than γq connected
components. Applications of the γ−CAP can be seen as variants
of the Contiguity Constrained Clustering Problem [18, 19].

2 MCBCCP FORMULATION
Among other decision variables to be defined shortly, the model
uses an integer variable K to denote the cardinality of the cluster-
ing we are looking for. Assuming that l > 0 holds, feasible values

for K must satisfy
⌈

n
⌊ u
min{wi :i∈V }

⌋

⌉
≤ K ≤

⌊
n

⌈ l
max{wi :i∈V }

⌉

⌋
. Let K

denote an upper bound on the maximum number of balanced
clusters of G. If l > 0, K can be taken as the upper bound in the
previous expression. If l = 0, K = n.

The idea behind the formulation is to find a spanning forest
of G with precisely n − K edges, such that the vertices in each
of its K trees define balanced clusters. Define Ki = min{i,K }.
For a given i ∈ V , the set {1, . . . ,Ki } gives the indexes of con-
nected components where i can be placed in. In addition to K ,
the formulation uses the following decision variables:
• x = {xi j ∈ B : {i, j} ∈ E}. Variable xi j assumes value 1 if
edge {i, j} belongs to the forest and 0 if otherwise applies.
For any subset E ′ ⊆ E, define x (E ′) = ∑{i,j }∈E′ xi j .
• y = {yki ∈ B : i ∈ V ,k = 1, . . .Ki }. Variable yki assumes
value 1 if vertex i belongs to the k−th connected compo-
nent of the forest.
• z = {zk ∈ B : k = 1, . . . ,K }. Variable zk assumes value 1 if
and only if the forest has k or more connected components.

The formulation is:

min
{
K : (K ,x,y,z) ∈ P ∩ (R × Bm × Bσ × BK )

}
, (2)

where σ := ∑ni=1 Ki and P is the polyhedral region defined by:

x (E) + K = n (3)
x (E (S )) ≤ |S | − 1 S ⊂ V , |S | ≥ 2 (4)

x ≥ 0 (5)
Ki∑
k=1

yki = 1 i ∈ V (6)

n∑
i=k

yki ≥ zk k = 1, . . . ,K (7)

n∑
i=k

wiy
k
i ≤ uzk k = 1, . . . ,K (8)

n∑
i=k

wiy
k
i ≥ lzk k = 1, . . . ,K (9)

xi j + y
τ
i +

τ−1∑
k=1

ykj +

Kj∑
k=τ+1

ykj ≤ 2 {i,j }∈E,i<j
τ=1, ...,Ki (10)

Ki∑
k=1

kyki −

Kj∑
k=1

kykj ≥ −Mi j (1 − xi j ) {i, j} ∈ E (11)

Ki∑
k=1

kyki −

Kj∑
k=1

kykj ≤ Mi j (1 − xi j ) {i, j} ∈ E (12)

K∑
k=1

zk = K (13)

zk ≤ zk−1 k = 2, . . . ,K (14)

yki ≤ zk i ∈V
k=1, ...,Ki (15)

yki ≥ 0 i ∈V
k=1, ...,Ki (16)

Aiming to cope with formulation symmetries, variables yki for
k > Ki are not used; only yki for k = 1, . . .Ki are in place.

Constraints (3)-(5) model the spanning forest with n−K edges
of G. Subtour elimination constraints (SECs) (4) avoid that K is
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decreased to an infeasible value, by selecting edges in excess of
what an acyclic subgraph (S ,E (S )) of G allows.

Constraints (6) enforce that each vertex must be assigned to
one connected component of G. These constraints make a clear
distinction of the indexes of components that can be assigned to
the vertices. More precisely, they state that vertex i = 1 can only
belong to the first connected component (K1 = {1}). Likewise,
vertex i = 2 either belongs to the first connected component or to
the second, and so on. Constraints (8)-(9) enforce that the sum of
weights of each connected component lies in the desired interval
[l ,u]. Constraints (7) impose that each cluster must include at
least one vertex of V .

Note that inequalities (10) are a lifting of the logical constraints

xi j + y
k1
i + y

k2
j ≤ 2,k1 ∈ Ki ,k2 ∈ Kj ,k1 , k2, {i, j} ∈ E. (17)

The latter, as well as its stronger version (10), enforces that
edge {i, j} cannot belong to the forest if its endpoints are assigned
to two different connected components. Disjunctive constraints
(11) and (12) serve the same purpose, but use different modeling
arguments; they enforce that an edge {i, j} can only be included
in the forest if its endpoints are assigned to the same connected
component index. For these constraints, big-M parameter Mi j
represents the maximum difference between the indexes of the
clusters where vertices i and j are placed in and is given by

Mi j = min{max{i, j},K } − 1.

Note that if xi j = 0, constraints (11) and (12) are trivially
satisfied. However, if xi j = 1, ∑Ki

k=1 ky
k
i =
∑Kj
k=1 ky

k
j must hold.

Because of the discreteness of y and due to (6), yki = ykj must
hold, for a given k = 1, . . . ,min{Ki ,Kj }. Although we do not
have numerical or theoretical evidence showing that constraints
(11) and (12) improve the linear programming bounds, provided
that (10) are in place, they were kept in the model. We decided
to do so, since we empirically found that their inclusion helped
the overall performance of the Branch-and-cut algorithm.

Constraints (13) state that the number of clusters is precisely
the number of variables zk activated. Constraints (15) impose
that a vertex i cannot belong to a cluster k unless the forest has
at least k components.

2.1 Additional valid inequalities
In the remaining of the text, assume thatU (S ) denotes the min-
imum number of bins of size u, required to fit the vertices in
S ⊆ V . Accordingly, let U (S ) denote any valid lower bound on
U (S ). A widely known lower bound onU (S ) is ⌈w (S )

u ⌉.
Subtour elimination constraints (4) can be lifted to the capacity

constraints (CC)

x (E (S )) ≤ |S | −U (S ), ∀S : S ⊂ V , |S | ≥ 2. (18)

To the best of our knowledge, capacity constraints (18) were
introduced for the Capacitated Vehicle Routing Problem in [16].
In that context, weights {wi : i ∈ V } represent demands that
must be collected by a vehicle of capacity u andU (S ) denotes the
minimum number of vehicles of capacity u needed to collect the
total demandw (S ) associated to S . Here, these inequalities avoid
that clusters with weights exceeding u induce trees of the forest.
Although such conditions are already granted by constraints (8),
the inclusion of CCs (18) improves linear programming relaxation
bounds. From now on, assume that P+ denotes the intersection
of polytope P with capacity constraints (18).

The formulation can also be strengthened by the capacity
cutset constraints (CCC)

x (δ (S )) ≥ 1 (19)

defined by sets S , ∅,S ⊂ V , satisfying the following conditions:
(1) (S ,E (S )) ∈ C;
(2) w (S ) < l .
In inequalities (19), δ (S ) = {{i, j} ∈ E : i ∈ S , j < S } stands for

the subset of edges with exactly one endpoint in S ⊂ V . Validity
of inequalities (19) for MCBCCP comes from the following ob-
servations. Let V1 ⊂ V be a balanced and connected cluster such
that S ∩V1 , ∅. Since w (S ) < l , it is clear that V1 \ S , ∅ since
otherwisew (V1) < l would hold. Since (V1,E (V1)) is connected,
at least one edge connecting S to V1 \ S must be chosen.

CCCs are also valid for subsets S : w (S ) < l whose subgraphs
(S ,E (S )) are not connected. However, for this case, the right
hand side can be lifted to the number of connected components
of (S ,E (S )) and the inequality can be seen as a (weaker) surrogate
version of those defined by the connected subsets contained in
S . For the remaining of the text, assume that P++ denotes the
intersection of P+ with CCCs (19).

3 BRANCH-AND-CUT ALGORITHM
In this section, we describe the main features of the MCBCCP
Branch-and-cut algorithm BC++ based on formulation P++. The
algorithm dynamically separates two classes of MCBCCP valid
inequalities, CCs (18) and CCCs (19). BC++ first solves the Linear
Program (LP)

min
{
K : (K ,x,y,z) ∈ P̂

}
, (20)

where P̂ is the polytope given by the intersection of constraints
(3), SECs (4) defined by sets S = {i, j} ∈ E, (5)-(16) and

x (δ (S )) ≥ 1, S ∈ S, (21)

where S = {S ⊂ V : w (S ) < l ,1 ≤ |S | ≤ Max , (S ,E (S )) ∈ C}.
We found advantageous to include all CCCs defined for sets
S : |S | ≤ Max in the very first linear programming relaxation (in
our implementation,Max = 4). CCCs defined by sets with more
than Max vertices are identified on-the-fly, as described in the
sequence.

Assume that the LP (20) is feasible and denote by (K̂ , x̂, ŷ, ẑ)
an optimal solution to it. BC++ then attempts to strengthen the
relaxation P̂ by appending to it some CCs and CCCs, violated by
x̂. The separation procedures for these two sets of valid inequali-
ties makes use of a separation engine designed for the SEC (4)
separation problem, outlined in [2]. The engine comprises heuris-
tic and exact algorithms for the identification of violated SECs.
The idea is to use these SEC separation procedures to provide
candidate sets of vertices for which the violation of CCCs and
CCs can be checked.

More precisely, the SEC separation engine involves a Kruskal
like heuristic and the exact SEC separation algorithm introduced
in [22]. The heuristic first sorts the edges in Ê = {{i, j} ∈ E :
x̂i j > 0}, in a non increasing order of their linear programming
relaxation values {x̂i j : {i, j} ∈ Ê}. In turn, edges in the list are
used to find a maximum cardinality spanning forest of G, in a
Kruskal like fashion. Assuming that e = {i, j} is the edge to be
processed, the heuristic merges the connected components where
i and j are placed into a single subset S of vertices. The lower
bound U (S ) = ⌈

w (S )
u ⌉ is computed and the corresponding CC

(18) is checked for violation. The same set S is checked for the
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identification of a violated CCC (19): whenever w (S ) < l , we
check if x̂ (δ (S )) < 1 applies.

Violated CCs and CCCs are stored in two separate lists. At
the end of the application of the heuristic, the most violated
inequality in each list reinforces the relaxation P̂. Remaining
inequalities in the list are only included in P̂ if they are suffi-
ciently orthogonal to the most violated inequality of its class,
found at that separation round. To be more specific, assume that
aT1 x ≥ b1 and aT2 x ≥ b2 are two violated valid inequalities of
the same class, CC or CCC, stored in the list, at that separa-
tion round. Assume as well that the first is the most violated
inequality of that class. Inequality aT2 x ≥ b2 is only added to P̂ if
|⟨a1,a2⟩ |
∥a1 ∥2 ∥a2 ∥2

≤ ϵ , where ϵ ∈ [0,1) is an implementation parameter
that controls the desired level of orthogonality (in our implemen-
tation, ϵ = 0.5). Inequalities that do not satisfy the orthogonality
criteria are discarded.

The exact SEC separation algorithm in [22] is called next, only
if no violated inequalities were found by the SEC separation
heuristic. Without giving much of the details of that procedure,
it suffices to mention that the algorithm solves a series of n − 2
max-flow (min-cut) problems in a conveniently defined directed
network, obtained from x̂ and Ê, in order to find violated SECs.
The optimal set of vertices in each of these min-cut problems
is checked for the violation of CCs and CCCs. Again, the same
orthogonality criteria is applied in order to decide which inequal-
ities stored in the lists are discarded or used to reinforce the
relaxation P̂.

The process outlined above is carried out for each BC++ node,
until no violated inequalities are found by the separation engine.
If the solution to that linear programming relaxation is integer
feasible, the optimal solution to the node under investigation was
found, and the node is pruned by optimality. Being fractional,
BC++ branches on variables, giving preference to branch first on
variables x.

BC++ makes use of the XPRESS mixed integer optimization
package (release 27.01.02) in charge of managing the search tree.
All pre-processing and cutting plane generation procedures em-
bedded in the solver are turned off. No multi-threading is allowed.
Since we still have not implemented MCBCCP primal heuristics
to speed up the search, preference is given to find feasible solu-
tions as early as possible. Thus, BC++ implements a depth-first
search and the solver’s linear programming heuristics are turned
on.

4 COMPUTATIONAL EXPERIMENTS
Our computational experiments were conduced with two sets of
test instances: cb and g. The first one, cb, comprises benchmark
instances for the min-cut problem addressed by Johnshon et al.
[14]. They represent real compiler construction problems, where
each vertex in the (typically very sparse) input graph represent
modules of code that need to be combined to form clusters. In
total, five graphs representing the compiler construction problem
were used. Each of these instances are indicated by cb_id , where
id represents one of the five graphs. In that application, edges’
weights represent the communication cost between modules of
code. In theMCBCCP case, theseweights are not applicable, being
simply ignored. In the application described in [14], clusters are
restricted in their total memory storage. We used the same values
of u ∈ {450,512} considered in [14]. Since in that reference l was
assumed to be zero, we used l = ⌊10%u⌋ and l = ⌊20%u⌋.

The second set of instances considered here, g, represent grid
graphs. These instances were generated here, in an attempt to
address another application of MCBCCP, that of clustering geo-
graphical contiguous areas into political districts. Each grid has
s ∈ {8,12} rows and columns. For each value of s , five instances
were generated. Each instance is identified by the word g_s_id,
where id ∈ {1, . . . ,5} is an integer representing a particular in-
stance of size s . One vertex, placed at the center of each of these
s2 grid cells, represents the cell. The set E includes one edge
{i, j} for each pair of neighboring cells i and j. Integer weights
{wi : i ∈ V } were randomly chosen in the interval [10,100], with
uniform probability. Depending on the values of s , different val-
ues of u were chosen: for s = 8, u = 350 and for s = 12, u = 650.
These values of u account for about 10% ofw (V ). The values of l
were chosen as before: l = ⌊10%u⌋ and l = ⌊20%u⌋. Considering
the different values of u and l involved in our experiments, 40
MCBCCP instances were tested. Data for the instances used in
our testings are given in Table 1. That table provides, for each
instance, the corresponding values of n,m, the minimum and the
maximum values ofwi and, finally,w (V ).

The algorithms outlined in this paper were implemented in
C and compiled with gcc with optimization flags -O3 turned
on, under Linux OS. Experiments were conducted with a Intel
i7-5820K processor, running at 3.3GHz, with 32Gbytes of RAM
memory.

In Table 2, we present computational results of two Branch-
and-cut implementations: BC++ and BC+. The first one is based
on formulation P++ and, thus, makes use of CCCs (19). The other
one does not, being based on the (weaker) model P+. Therefore,
BC+ neither includes inequalities (21) in its first linear program-
ming relaxation nor calls the procedures for the indentification
of violated constraints (19), within the separation engine we de-
scribed earlier. Apart from that, the two algorithms share every
other implementation strategy.

The first two columns of the table provide the instance and the
value of u under consideration. The table is divided in two sets of
rows; the upper part of the table is dedicated to the l = ⌊20%u⌋
instances, while the bottom reports results for l = ⌊10%u⌋. For
each BC implementation, the table presents: the root node lower
bound (LB), the best lower (BLB) and upper bound (BUB) found at
the end of the search or when the time limit of 1800 seconds was

Table 1: Data for the instances used in the computational
experiments.

Inst. n m min wi max wi w (V )
cb_1 30 47 19 298 2497
cb_2 45 98 14 298 3325
cb_3 47 99 14 298 3425
cb_4 47 101 14 278 3890
cb_5 61 187 15 165 3704
g8_1 64 112 11 99 3472
g8_2 64 112 13 100 3732
g8_3 64 112 10 100 3272
g8_4 64 112 10 100 3411
g8_5 64 112 12 100 3757
g12_1 144 264 10 100 8000
g12_2 144 264 10 99 7999
g12_3 144 264 11 100 8013
g12_4 144 264 10 100 8153
g12_5 144 264 10 100 7997
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hit, the CPU times (in seconds) needed to obtain these bounds,
t (s ), and finally the number of nodes explored by the search trees.
An indication “-” is provided in the CPU time columns, whenever
the time limit was hit and the corresponding BC implementation
either did not prove the instance infeasibility or did not solve it to
proven optimality. Whenever an algorithm did not find a feasible
solution within the time limit,∞ is reported in the corresponding
BUB column entry.

The values of l and u involved in our testings led to 39 feasible
instances out of the 40 available. BC++ managed to prove the
infeasibility of that instance quite fast, right at the root node, in
contrast to BC+, that spent the entire time limit without conclud-
ing so. Considering the 39 feasible instances of our study, better
results were also obtained by BC++. While it managed to solve 24
out of the 39 feasible instances to proven optimality within the
1800 seconds time limit, BC+ solved only 12. Considering the 11
instances solved to optimality by both methods, computational
results also lean in favor of BC++. It was faster than BC+ in 7
out of these 11 cases. BC++ was also capable of delivering higher
quality integer feasible solutions, if our attention now moves to
the 14 instances left unsolved by both methods. In all these cases,
BC++ found sharper upper bounds than BC+. The latter did not
find a feasible solution within the time limit for 14 out of the 39
feasible instances of our test set.

It is worthwhile mentioning that the inclusion of inequalities
(19) resulted in small (if any) increases in the root node linear
programming bounds, for the lowest values of l . That comes as
a result of two aspects. The first is the nature of the objective
function, that involves the minimization of K , while every other
variable has the same null cost. The second is the heuristic nature
of our separation engine for the separation problem associated
to CCs (18) and to CCCs (19). As a consequence of that, there is
no guarantee that the cutting plane algorithm of BC++ delivers a
stronger bound even if, for a particular instance, the optimal so-
lution x++ to the linear programming relaxation defined by P++
does not belong to P+. That explains why, for two cases, BC+
delivered root node lower bounds slightly stronger than those
provided by BC++. Nevertheless, the inclusion of (19) as well as
the lifting (17) of (10) had a positive impact on the performance
of the full search tree. In general, fewer nodes are investigated in
less CPU time.

5 CONCLUSIONS AND FUTURE WORK
In this paper, we investigated the Minimum Cardinality Balanced
and Connected Clustering Problem (MCBCCP). We introduced
an integer programming formulation along with valid inequali-
ties for the problem. Additionally, we implemented and tested a
Branch-and-cut algorithm based on that model.

Our preliminary numerical experiments indicated that the
valid inequalities introduced here, the lifting (10) of the logi-
cal constraints (17) and the capacity cutset constraints (19), had
a positive impact on the computational results. In particular,
the Branch-and-cut algorithm that separates capacitated cutset
inequalities (19) obtained more optimality certificates than its
version that does not. It also found higher quality solutions for
those instances left unsolved when the time limit is hit.

The capacity cutset constraints (19) introduced here, alongside
capacity constraints (18), allows the problem to be formulated
without the need of variables y,z. To be more specific, denote by
Px ⊂ Rm+1 the intersection of (3) and (5) alongside the capacity

Table 2: Branch-and-cut algorithm:Computational results
with and without inequalities (19)

l = ⌊20%u⌋
BC++ BC+

Inst. u LB BLB BUB t (s ) nodes LB BLB BUB t (s ) nodes
cb_1 450 infeasible 0.2 1 7 9 ∞ - 57002
cb_2 450 9 10 10 163.0 7376 8.5 9 ∞ - 26262
cb_3 450 9 10 10 106.6 3517 8.2 9 ∞ - 30337
cb_4 450 9 9 9 439.6 8556 9 9 10 - 16424
cb_5 450 9 9 9 44.9 818 9 9 ∞ - 20373
cb_1 512 6 6 6 0.6 9 5.3 6 6 33.7 7028
cb_2 512 7.5 8 8 80.6 3564 7.3 8 ∞ - 28250
cb_3 512 7 8 8 124.2 3145 7 7 ∞ - 20071
cb_4 512 8 8 8 79.8 2404 8 8 8 119.9 5621
cb_5 512 8 8 8 31.7 468 8 8 8 216.5 9204
g8_1 350 11 11 11 23.4 521 11 11 11 206.4 8891
g8_2 350 11 12 12 254.3 6165 11 12 13 - 16150
g8_3 350 10 10 10 34.1 766 10 10 11 - 24266
g8_4 350 10 11 11 831.3 7625 10 11 11 434.1 4161
g8_5 350 11 11 12 - 8041 11 12 12 207.0 4161
g12_1 650 13 13 15 - 8902 13 13 ∞ - 9912
g12_2 650 13 13 19 - 8558 13 13 ∞ - 9336
g12_3 650 13 13 16 - 6591 13 13 ∞ - 9954
g12_4 650 13 13 15 - 12252 13 13 19 - 11618
g12_5 650 13 13 15 - 6196 13 13 ∞ - 9493

l = ⌊10%u⌋
BC++ BC+

Inst. u LB BLB BUB t (s ) nodes LB BLB BUB t (s ) nodes
cb_1 450 6.5 8 8 1.5 167 7 8 8 6.1 1069
cb_2 450 9 9 10 - 25546 8.4 9 12 - 23702
cb_3 450 8.3 9 11 - 27518 8.2 9 13 - 23303
cb_4 450 9 9 9 234.3 6198 9 9 9 208.0 5374
cb_5 450 9 9 9 61.5 1531 9 9 12 - 19561
cb_1 512 5.3 6 6 4.0 639 5.2 6 6 12.3 3869
cb_2 512 7.3 8 9 - 29238 7.2 8 10 - 23258
cb_3 512 7 7 8 142.7 6899 7 7 8 - 28586
cb_4 512 8 8 8 24.5 1340 8 8 8 92.2 5426
cb_5 512 8 8 8 29.9 340 8 8 8 42.9 610
g8_1 350 11 11 11 42.8 1275 11 11 11 1775.8 13153
g8_2 350 11.0 12 12 881.8 9273 11.1 12 13 - 14082
g8_3 350 10 10 11 - 9296 10 10 11 - 14329
g8_4 350 10 11 11 1245.9 9267 10 10 11 - 16581
g8_5 350 11 12 12 1399.0 8919 11 12 12 201.8 3141
g12_1 650 13 13 17 - 5432 13 13 ∞ - 4079
g12_2 650 13 13 16 - 7043 13 13 ∞ - 3938
g12_3 650 13 13 18 - 3129 13 13 ∞ - 3723
g12_4 650 13 13 18 - 3747 13 13 ∞ - 4445
g12_5 650 13 13 16 - 4302 13 13 ∞ - 4941

constraints (18) and cutset constraints (19). MCBCCP can be
formulated as min {K : (K ,x) ∈ Px ∩ (R × Bm )}.

A drawback of the formulation introduced here is its symmetry.
To alleviate that, we restricted the indexes of the clusters that can
be assigned to the vertices ofG . The lifting (10) of (17) also helps
in that matter. From an algorithmic perspective, we enforced that
the Branch-and-cut algorithm first branches on x variables.

A promising alternative to deal with symmetry is to use the
concept of representatives [4] to formulate the problem. For the
MCBCCP case, such a formulation involves binary decision vari-
ables v = {vi j ∈ B : i, j ∈ V }. Variable vi j assumes value 1 if

29



vertex j is the representative (or cluster head) of the connected
component where i is placed. Following the strategy to reduce
symmetry and the number of y variables, these variables can
be restricted to {vi j : i, j ∈ V , j ≤ i}, indicating that the repre-
sentative of a cluster is always the vertex with the least index
among those in the same tree of the forest. This formulation
does not involve decision variables y and z and the objective
function, to be minimized, is∑i ∈V vii . In addition to constraints
{vi j ≤ vj j ,i, j ∈ V , j < i}, the model includes constraints akin
to the inequalities defining P++, except to (14) to (7) that have
no meaning in the new variable setting. Preprocessing these v
variables could be carried out as follows. Define D = (V ,A) as
the directed graph obtained by duplicating the edges of E, into
two arcs of opposite directions. Assume that the length of an arc
(i, j ) ∈ A is ci j = w j . Whenever the length of the shortest path
connecting i and j exceeds u, the representative of i and j cannot
be the same, and assuming that j < i applies, variable vi j would
not be required.

We also plan to investigate set partitioning formulations for
MCBCCP and Branch-and-cut-and-price algorithms based on
them. One possible formulation along these lines is similar to the
one introduced in [14] for a fixed cardinality clustering problem.
In addition to edge variables x, it uses exponentially many binary
decision variables associated to all balanced subsets of vertices of
V . The master problem is defined by set partitioning constraints
enforcing that every vertex must be included in one of such sub-
set of vertices, constraints (19) and (18), as well as another type of
constraints that couple x and the exponentially many variables of
sets of vertices. Such coupling constraints express the following
idea: an edge {i, j} cannot be selected by the master program unless
its endpoints i and j are included in the same balanced set. Because
of that type of coupling constraints, the associated pricing prob-
lem consists of solving a Constrained Quadratic Binary Problem,
a variation of the Maximum Weight Binary Knapsack Problem
(QKP), where not only knapsack constraintsw (S ) ≤ u but also
covering constraintsw (S ) ≥ l must be enforced. A nice feature
of this problem is that, due to the sign of the dual variables in
the master program, diagonal entries of the quadratic cost matrix
should be negative while off-diagonal ones should be positive.

MCBCCP also has connections with network design problems
found in the literature, for instance, the Capacited Minimum
Spanning Tree Problem (CMSTP) [10, 26]. Actually, we can re-
formulate MCBCCP as a variation of the CMSTP. To that aim,
consider a directed graph D = (V ∪ {r },A), where the arc set
A involves two arcs, in opposite directions, for every edge in E,
as well as one arc pointing from the artificial root vertex r to
every vertex i ∈ V . Arcs connecting r to i ∈ V cost one while
the remaining ones cost zero. The goal is to find a minimum cost
spanning arborescence of D, rooted out of r , such that the sum
of the weights of the vertices in every tree rooted in i ∈ V satisfy
(1). We plan to investigate models and algorithms for MCBCCP
based on such an idea, including those where the desired arbores-
cence topology is enforced by network flow and set partitioning
constraints.

So far, we have not investigated primal heuristics for the prob-
lem. One possible approach to fill that gap benefits from the
Dynamic Programming algorithm in [13], capable of exactly solv-
ing MCBCCP in polynomial time, when G is a spanning tree.
The idea is to build a spanning tree of G, driven by the linear
programming relaxations {x̂i j : {i, j} ∈ Ê} provided by our BC

algorithms. In turn, that spanning tree is used as an input graph
for the exact MCBCCP algorithm in [13].

These ideas, in full or in part, should complement the mate-
rial presented in this paper and should be presented at the next
International Network Optimization Conference.
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ABSTRACT
This paper introduces a branch-and-bound (B&B) algorithm for
the maximum weight perfect matching problem with conflicting
edge pairs which is an NP-hard problem. The proposed B&B
algorithm is based on the relaxation obtained by removing the
cardinality restriction on the feasible matchings and uses a non-
dichotomized branching rule considering exposed vertices in a
relaxed optimum solution. We have performed extensive compu-
tational experiments on randomly generated test instances and
compared the proposed B&B algorithm with two Binary Integer
Linear Programming models solved with an off-the-shelf com-
mercial solver. According to our experiments, we have observed
that the proposed B&B algorithm yields promising performance.

KEYWORDS
Integer Programming,MaximumWeight PerfectMatching, Branch-
and-Bound, Conflicts

1 INTRODUCTION
The well-known Maximum Weight Perfect Matching Problem
(MWPMP) consists of finding a perfect matching with maxi-
mum total weight [9]. The MWPMP is known to be polynomially
solvable and it has several applications in scheduling, facility
location and workforce planning [1]. In this work, we address
an extension of the MWPMP with additional conflicting edge
pair constraints. The so-called conflict constraints are also re-
ferred to as the exclusionary side constraints or the disjunctive
constraints. Hence, the extended problem is named as the Maxi-
mumWeight Perfect Matching Problem with Conflicting Edge Pairs
(MWPMC) which deals with determining a maximum weight
perfect matching such that no two conflicting edges are in the
solution at the same time, namely a maximum weight conflict
free perfect matching. The MWPMC is known to be NP-hard
[7].

As a practical application of the MWPMC, we can mention
the case arising in logistics, where toxic chemical substances
and foods are prohibited to be stored in the neighbor locations.
In a potential extension of the ordinary Symmetric Traveling
Salesman Problem (STSP) there can be an incompatibility relation
between the edges incident with vertices: some of them may not
be selected if a particular edge is in the tour and a tour can consist
of only compatible edges. This scenario is possible due to security
reasons during the routing of an important person. Recall that
a tour for a salesperson is a connected spanning subgraph in
which all points have degree 2. If we drop the connectedness
∗Corresponding author
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requirement, i.e. the subtour elimination constraints, the STSP
turns into the determination of optimum 2-factors. The 2-factor
problem is a natural extension of the perfect matching problem
and in fact the determination of an optimal 2-factor reduces to
the determination of an optimal perfect matching. In other words,
the MWPMC can be viewed as a relaxation of the mentioned
STSP extension.

In the literature, several combinatorial optimization problems
with conflict constraints have been addressed. Among them we
can mention, the minimum spanning tree problem with conflict
constraints [6, 7, 16, 22, 24], the shortest path problem with con-
flict constraints [7], the transportation problemwith exclusionary
side constraints [10, 13, 23], the knapsack problem with conflict
constraints [3, 4, 19], the bin packing problem with conflict con-
straints [5, 12, 21], the maximum flow problem under conflict
and forcing constraints [20] and the minimum cost non-crossing
flow problem on layered networks [2].

For all we know, the only work addressing the MWPMC is
performed by Darmann et al. [7] where they provide complexity
results of this problem and discuss its approximation hardness.
As a special case, the MWPMC on bipartite graphs has been con-
sidered by Öncan et al. [16] and Öncan and Altınel [15]. In [16],
the authors have introduced some complexity results as well as
polynomially solvable cases. They have also proposed heuristics
and lower bounding procedures. Recently, Öncan and Altınel
[15] have developed two branch-and-bound (B&B) algorithms
with dichotomized branching rules for the MWPMC in bipartite
graphs.

The motivation of this work is to devise an exact solution
approach, namely a specially tailored B&B algorithm, for the
MWPMC in general graphs. Two Binary Integer Linear Program-
ming (BILP) formulations are also proposed for the MWPMC.
Computational experiments are performed on randomly gener-
ated test instances in order to compare the performance of the
proposed B&B algorithm with the ones of the BILP formulations
solved with CPLEX Mixed-Integer Linear Programming (MILP)
solver. We have observed that the proposed B&B algorithm yields
an outstanding performance for most of the cases.

In the next section, we introduce some definitions which are
used throughout the paper and present two BILP formulations for
the MWPMC. Then, in Section 3, we give the outline of the new
B&B algorithm. Section 4 is where we report the experimental
results. Finally, concluding remarks are discussed in Section 5.

2 TWO BINARY INTEGER LINEAR
PROGRAMMING FORMULATIONS

Let G = (V (G),E(G)) be a graph, where V (G) and E(G) stand
for the set of vertices and edges, respectively. We associate non-
negative weightswe for all edges e ∈ E(G) and let δG (v) denote
the subset of edges incident with vertex v ∈ V (G). Then, the
degree of vertex v ∈ V (G) is defined as dG (v) = |δG (v)| where
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|·| stands for the cardinality of a set. Besides, the complement of
G is defined as the graph G = (V (G),E(G)) where V (G) = V (G)
and E(G) = {{u,v} < E(G) : u,v ∈ V (G),u , v}.

A stable set (independent vertex set) of G is any subset S ⊆
V (G) such that no two vertices in S are adjacent. The Maximum
Cardinality Stable Set Problem (MCSP) consists of finding a stable
set with a maximum number of vertices. This number is so-called
as the stability number of G which is designated as α(G). When
we associate weights to all vertices in V (G), for every subset
S ⊆ V (G) the weightw(S) is computed as the sum of the weights
of vertices in S . TheMaximumWeight Stable Set Problem (MWSP)
tries to find a stable set S ofG with maximum weightw(S) which
is represented as αw (G). Both MCSP and MWSP are well-known
NP-complete combinatorial optimization problems [11].

A matching (independent edge set) M = (V (M),E(M)) of G
is defined as a subset of E(G) where no two edges share the
same vertex. A perfect matching stands for a matching such that
each vertex of V (G) is incident with exactly one of the edges
in the matching [8, 14]. The weight of a matching, i.e.w(E(M)),
is calculated as the sum of the edge weights in the matching.
Formally speaking, MWPMP tries to find a perfect matchingM
of G with maximumw(E(M)).

A clique K = (V (K),E(K)) is a complete subgraph of G. A
clique is maximal if no other vertex v ∈ V (G)⧹V (K) is adjacent
to all vertices in V (K). Clearly, each clique in G corresponds to a
stable set in G. Therefore, the MCSP and the MWSP defined on
G are equivalent to the Maximum Clique Problem (MCP) and the
Maximum Weight Clique Problem (MWCP) on G, respectively.

Now we are at the stage to present two BILP formulations for
the MWPMC. Given a set of conflicting edges with each edge e ∈
E(G), the MWPMC tries to find a perfect matchingM such that
no two conflicting edges e and f are allowed to be in E(M). The
conflicting edge pairs can be represented with a conflict graph
C = (V (C),E(C)) where V (C) ≡ E(G) and each conflicting edge
pair corresponds to an edge in E(C). The set of conflicting edges
with edge e ∈ E(G) is denoted as δC (e) and the degree of vertex e
in the conflict graph C is |δC (e)| = dC (e). In other words, the set
of edges incident with vertex e is represented with δC (e) ⊆ E(C)
in the conflict graph. Note that, when f ∈ δC (e) then e ∈ δC (f )
and for two edges e, f ∈ E(G) such that {e, f } ∈ E(C).

Let the binary decision variable xe be equal to 1 if and only if
edge e ∈ E(G) is in the perfectmatching. Recall thatwe represents
non-negative weight for edge e ∈ E(G). Then we can formulate
the MWPMC as follows:

max z =
∑

{e }∈E(G)

wexe (1)

subject to∑
e ∈δG (v)

xe = 1 for v ∈ V (G) (2)

xe + xf ≤ 1 for e ∈ E(G); f ∈ δC (e) (3)
xe ∈ {0, 1} for e ∈ E(G) (4)

The objective function (1) is to minimize the weight of the
perfect matching, i.e.w(E(M)). Constraints (2) enforce that every
vertex is connected to exactly one of the edges in the solution.
Constraints (3) obviate the conflicting edge pairs to be in the
perfect matching. Constraints (4) are for the binary restrictions
on the decision variables.

Notice that when we aggregate constraints (3) for all f ∈ δC (e)
we obtain the following equivalent inequalities:

∑
f ∈δC (e)

xf + dC (e)xe ≤ dC (e) for e ∈ E(G) (5)

Wewill call the formulationwhich consists of (1)-(4), as STRONG
and the formulation including (1), (2), (4) and (5) as WEAK. Note
that, when we define PS and PW as the polytopes corresponding
to feasible solution sets of the Linear Programming (LP) relax-
ation of the STRONG and WEAK formulations respectively, then
PS ⊆ PW holds.

3 A BRANCH-AND-BOUND ALGORITHM
FOR THE MWPMC

The proposed B&B algorithm employs maximum weight match-
ing with conflicting edge pair (MWMC) relaxation of the MW-
PMC, which is obtained when we replace the equality signs ’=’
in constraints (2) with inequalities ’≤’. Hence, at each node of
the B&B tree, including the root node, we solve the MWMC
relaxation of the MWPMC.

During the exploration of the B&B tree, the solution of the
MWMC relaxation yields a conflict free matching which is not
necessarily perfect, and hence there may exist a set of exposed
vertices in the relaxed optimal solution. Hence, given an exposed
vertex v ∈ V (G), subproblems of the B&B tree are generated by
enforcing one by one the edges incident tov to be in the solution.
Note that the B&B tree is not necessarily a binary tree.

All B&B nodes but the root node, are characterized by a set of
edges. The ones which must be included in the solution and the
edges that must be excluded from the solution. The edges in the
former set are called as included edges and the edges in the latter
one are named as excluded edges. The remaining edges of E(G) are
the free edges. Broadly speaking, during the run of the algorithm,
at each node of the B&B tree, we consider a set of free edges
and enforce them to be included in the solution. Meanwhile, we
prune a B&B node either by comparing its upper bound value
with the best known lower bound value or by making sure that
the current node can not provide a feasible solution, i.e. a conflict
free perfect matching. A formal outline of the proposed B&B
algorithm is depicted with Algorithm 1.

Now we will discuss the details of the B&B algorithm. To this
end, we will introduce some additional notation. Let t be the
B&B node index and let I (t ) and X (t ) stand for the subsets of
edges which must be included to and excluded from a conflict
free perfect matching at node t of the B&B tree, respectively.
Then the subproblem at node t is denoted byMWPMC(t ) which
is the MWPMC solved on the subgraph G(t ) = (V (G(t )),E(G(t )))
of the original graph G, with the vertex set V (G(t )) obtained
by deleting the vertices incident with the edges in I (t ) and the
edge set E(G(t ))= E(G) \ {I (t ) ∪ X (t )}. For an upper bound on
the MWPMC(t ) we solve its maximum weight matching with
conflicting edge pair relaxation, namelyMWMC(t ).

Let us define extended conflict graph C(t ) = (V (C(t )),E(C(t ))),
at node t of the B&B tree, corresponding to G(t ), where V (C(t ))
and E(C(t )) are the set of vertices and edges of C(t ), respectively.
Vertices of the extended conflict graph C(t ) correspond to the
edges of G(t ), i.e. E(G(t )). The weights associated with the edges
in E(G(t )) are the weights of the vertices in C(t ). On the other
hand, the edges of the conflict graph represent the set of conflict-
ing edge pairs and the set of incident edge pairs in G(t ). Further-
more, we define the complement of C(t ) as C(t ).
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3.1 Initialization
At the initialization of the proposed B&B algorithm, we set t = 0
and we start with the original graphG(0) = G and its correspond-
ing conflict graph C(0). The best known lower bound z is set to
−∞. The set of active problem list is initialized withMWPMC(0)

and initially, both of the edge subsets I (0) and X (0) are empty.

3.2 Lower Bound
First of all, we check whether

���E(G(t ))��� < |V (G) |2 −

���I (t )��� holds in
order to guarantee that the graph G(t ) has the potential to yield
a perfect matching. Otherwise we prune node t .

Next, we perform another check at the lower bounding step
right after finding the maximum cardinality conflict free match-
ing on G(t ) which is denoted with S(t ). Let α(C(t )) be the size of
a maximum cardinality stable set S(t ) on C(t ). In case α(C(t )) =
|V (G) |

2 −

���I (t )��� holds then we again prune node t since we have

a feasible solution for theMWPMC(t ), i.e. a conflict free perfect
matching, which consists of I (t )∪S(t ). Here, this feasible solution
gives us a chance to update the best known lower bound z. After
a lower bound is calculated we proceed to perform the upper
bound computation. The determination of α(C(t )) requires the
solution of the NP-hard MCSP at every node of the B&B tree.
However, the use of exact value helps fathoming a larger number
of nodes, which can balance the increase in the computational
cost.

3.3 Upper Bound
At each node t , we compute an upper bound for theMWPMC(t )

by solving the subproblemMWMC(t ). In case theMWMC(t ) has
an optimum solution with weight z(t ) then we have a maximum
weight conflict free matchingM(t ) with value z(t ). Hence, we de-
termine an upper bound value at node t as z(t )=z(t ) +

∑
e ∈I (t ) ce .

In case the MWMC(t ) has no solution then we set z(t ) = −∞
in order to prune current node t . MWMC(t ) is actually equiva-
lent to the solution of the NP-hard MWSP on C(t ). Hence, the
determination of an upper bound at every node of the B&B tree
has similar negative effect on the overall computational cost of
the B&B algorithm. Again similarly, this can be balanced by the
increasing ability to fathom more nodes because of the tightness
of the upper bound.

3.4 Pruning
At this stage we either prune the current active node t or proceed
to the division operation. Actually, we consider three cases. First,
we check whether the current upper bound value is less than the
best known lower bound value, i.e. z(t ) ≤ z holds. In such case the
current active node is not taken into further consideration and
fathomed. In the second case, the solution obtained in the upper
bounding procedure, i.e. matching M(t ) which is obtained by
solvingMWMC(t ) onG(t ), yields a conflict free perfect matching
together with the edge subset I (t ). Then, we have a chance to
update the best known lower bound value. For the remaining case,
we have at least one exposed vertex which will be considered in
the division operation.

3.5 Branching Rule for Division
We perform branching operation considering the selected ex-
posed vertex v ∈ V (G(t )). Note that this operation does not

necessarily outputs a dichotomized B&B tree. Recall that, at each
node t of the B&B tree, I (t ) and X (t ) stand for the set of edges
which must be included to and excluded from a conflict free
perfect matching, respectively. Hence, given M(t ) which is the
maximum weight conflict free matching obtained by solving
MWMC(t ) on G(t ) and v ∈ V (G(t )) be an M(t ) exposed vertex,
we create d(t ) =dG (t ) (v) new subproblems by enforcing one by
one each edge ei incident to v , i.e. ei ∈ δG (t ) (v), to be in the so-
lution. Therefore, we generate subproblems with the following
characterizations:


I (t i) = I (t ) ∪ {ei }

X (t i) = X (t ) ∪ δC (ei )

E(G(t i)) = E(G) \ {I (t i) ∪ X (t i)}

 for i = 1, . . . ,d(t ) (6)

3.6 Stable Sets on Extended Conflict Graph
During the run of the B&B algorithm, we try to find a maxi-
mum cardinality conflict free matching and a maximum weight
conflict free matching on G(t ) in order to compute lower and up-
per bound values for theMWPMC(t ), respectively. To compute
a lower bound for the MWPMC(t ), we solve the MCSP on the
extended conflict graph C(t ) and find a stable set S(t ) with the
stability number α(C(t )). For that purpose, we solve the MCP
on the complement of C(t ), namely C(t ) by running the exact
algorithm by Östergård [18]. On the other hand, to find an upper
bound for theMWPMC(t ) we solve the subproblemMWMC(t )

by transforming it into an equivalent MWCP on C(t ). For that
purpose, we employ the MWCP algorithm by Östergård [17].

4 COMPUTATIONAL EXPERIMENTS
We have performed the computational experiments in order to
compare the performance of the proposed B&B algorithm with
two BILP formulations solved by the state-of-the-art MILP solver
CPLEX 12.7.0. All computations are performed on an HPE SRV
DL380 GEN9 Server with a 2.20GHz E5-2650v4 Processor and 192
GB RAM operating within Windows Server 2016 environment.
To the best of our knowledge, there is no standard test library
for MWMCP hence, we have generated random test instances.

4.1 Test Instances
In Table 1 we report the properties of the randomly generated
instances. The first column includes the name of the instance
sets where each of which contains 5 randomly generated test
problems. The number following the letter “N" stands for the
number of vertices of the corresponding instance set. Besides,
a suffix is added to represent the density of the graph G. For
example, a suffix of “H" is used to represent high edge density of
the graph generated for the test instance.

In Table 1 configurations are presented in the columns two
to six. The second column gives the number of vertices in G, i.e.
|V (G)|, for each instance set. In our test bed, |V (G)| changes from
36 to 58 vertices. The third column incorporates the number of
edges in G, i.e. |E(G)| which varies from 126 to 770 edges. The
fourth column includes the number of conflicting edge pairs inG
or equivalently the number of edges in the conflict graph C , i.e.
|E(C)|. The fifth column stands for the edge density ofG , i.e. d(G),
which is calculated as the number of edges in G divided by the
maximum possible number of edges. We have employed three
levels for edge density of graphs 0.2, 0.5 and 0.8 respectively for
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Algorithm 1: Branch-and-bound algorithm for solving MW-
PMC using MWMC relaxations
Input: A graph G = (V (G),E(G)) edge weightswe ≥ 0,
conflict graph C = (V (C),E(C));
Output: A maximum weight conflict free perfect matching
M∗ = (V (M∗),E(M∗))
begin
(Initialization): Set t = 0, MWPMC(0)←MWPMC, G(0)= G,
C(0)= C , L = {MWPMC(0)}, I (0)= ∅, X (0)= ∅,z = −∞

(Termination test): If L = ∅, then output E(M∗) and stop.
(Lower bounding): Select and delete a problem from L, say
MWPMC(t ),
if

���E(G(t ))��� < |V (G) |2 −

���I (t )��� then
there is no conflict free perfect matching of G with edges
in I (t ) ∪ E(G(t )). Set z(t ) = −∞, to prune MWPMC(t ) and
go to Pruning
else

Find the maximum cardinality conflict free matching in
G(t ), which is S(t ) and let its size be α(C(t ))
if α(C(t )) < |V (G) |2 −

���I (t )��� then
there is no conflict free perfect matching of G with
edges in I (t ) ∪ E(G(t )).
Set z(t ) = −∞ to prune MWPMC(t ) and go to Pruning

else
if α((t )) = |V (G) |2 −

���I (t )��� then
I (t ) ∪ S(t ) are the edges of a conflict free perfect
matching;
if w(I (t ) ∪ S(t )) > z then
Update the lower bound and incumbent by setting
z = w(I (t ) ∪ S(t )), E(M∗) ← I (t ) ∪ S(t ) and
go to Upper bounding

end if
end if

end if
end if
(Upper bounding): Solve MWMC(t ) relaxation on G(t )

if MWMC(t ) has a solution then
Let M(t ) be a maximum weight conflict free matching
on G(t ) and z(t ) be its optimal value.
Set z(t ) = z(t ) +w(I (t ))

else
Set z(t ) = −∞

end if
(Pruning):

i. If z(t ) ≤ z, then go to Termination test.
ii. If there is no M(t )-exposed vertex in G(t ) (i.e. M(t ) is a

perfect matching in G(t ) and I (t ) ∪ E(M(t )) are the edges
of a perfect matching of G) and z(t ) < z then set z(t ) = z

and E(M∗) ← I (t ) ∪ E(M(t )) go to Termination test
iii. If there is anM(t )-exposed vertex in G(t )(i.e.M(t ) is not

a perfect matching in G(t )) then go to Division.
(Division): Select anM(t )-exposed vertex v ofG(t ) and create
i = 1, 2, . . . ,d(t ) =dG (t ) (v) subproblems.
Let {MWPMC(t i)} obtained from {MWPMC(t )} by enforcing
edge ei to be in the perfect matching for ei ∈ δG (t ) (v). Add
them to the active node list L with z(t i)=z(t ) for
i = 1, 2, . . . ,d(t ) and go to Termination test
end

low (L), medium (M) and high (H) edge density. The last column
is for the density of the conflict graph, namely d(C).

Instance generation process of the MWPMC is not straightfor-
ward and hence must be carefully handled. For that purpose, an
initial perfect matching is arbitrarily generated and it is kept to
guarantee the feasibility of the MWPMC test instance. Therefore,
|V (G)/2| edges which correspond to the initial perfect matching
and some more edges are randomly generated, summing up to
|E(G)| edges. The generation of edges are performed such that
each vertex has a degree of at least two in order to avoid trivial
solutions. Besides, |E(C)| conflicting edge pairs are randomly
selected among possible edge pairs excluding the edge pairs of
the initial perfect matching. Finally, the edge weights we are
randomly generated such that we ∈ [10, 900] is satisfied. The
process is repeated for each instance and we have generated a
total of 110 test instances in 22 sets reported in Table 1.

4.2 Computational Results
In Table 2 we present the results obtained with the proposed B&B
algorithm. Table 3 includes the results output by the solution of
STRONG and WEAK formulations with the CPLEX MILP solver.
All experiments are performed with a CPU time limit of 600 secs.

In Table 2 and Table 3, the rows correspond to the average
values for the instance sets. In the last rows, the overall averages
of the corresponding columns are given. The act column includes
the average number of active nodes remaining in the B&B node
list L when the B&B algorithm stops. The LB and UB columns
incorporate the average lower and upper bound values output
by the B&B algorithm, respectively. In the CPU(s) column we
provide the average CPU time required in seconds. The rightmost
column, i.e. column exp, reports the average number of explored
nodes during the run of the B&B algorithm.

Table 3 introduces the results obtained with the solution of the
BILP formulations via CPLEX MILP solver with default options
with a CPU time limit of 600 secs. The last row denotes the overall
average values of the corresponding columns. The values under
Bound columns are the average solution values obtained with
CPLEX MILP solver. The columns CPU(s) are for the average
CPU times is seconds required by the CPLEX MILP solver.

Considering the results reported with Table 2 and Table 3, we
can observe that the B&B algorithm is more efficient than solving
the BILP formulations via CPLEX MILP solver. Observe that, the
overall average CPU time requirement of the B&B algorithm
is 34.76 secs. compared to the ones by STRONG and WEAK
formulations which are 97.12 secs. and 61.20 secs., respectively.
Furthermore, we should state that, all instances except the ones in
the set N56-M are solved to optimality by both the B&B algorithm
and CPLEX MILP solver within the CPU time limit of 600 secs.

Last but not least, we should report that, the B&B algorithm
could not yield the optimum in only 2 instances in the set N56-M.
On the other hand, the STRONG and WEAK formulations solved
with CPLEX MILP solver could not output the optimum in 3 and
2 cases in the set N56-M within the CPU time limit, respectively.

5 CONCLUDING REMARKS AND
DISCUSSION

We have proposed an exact solution procedure and two math-
ematical programming formulations for the MaximumWeight
Matching Problem with Conflicting Edge Pairs (MWPMC). Con-
sidering our preliminary computational experiments on ran-
domly generated test instances we can state that the proposed
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Table 1: Instance properties
|V (G)| |E(G)| |E(C)| d(G) d(C)

N36-H 36 504 80000 0.8 0.74
N36-L 36 126 5000 0.2 0.73
N36-M 36 315 30000 0.5 0.71
N38-H 38 563 90000 0.8 0.67
N38-L 38 141 7500 0.2 0.85
N38-M 38 352 40000 0.5 0.75
N42-H 42 689 110000 0.8 0.56
N42-L 42 173 12000 0.2 0.89
N42-M 42 431 60000 0.5 0.74
N44-L 44 190 14000 0.2 0.86
N44-M 44 473 70000 0.5 0.71
N46-L 46 208 16000 0.2 0.82
N46-M 46 518 80000 0.5 0.68
N48-L 48 226 18000 0.2 0.78
N48-M 48 564 73800 0.5 0.65
N52-L 52 266 22000 0.2 0.70
N52-M 52 663 104000 0.5 0.55
N54-L 54 287 24000 0.2 0.65
N54-M 54 716 108000 0.5 0.49
N56-L 56 309 26000 0.2 0.61
N56-M 56 770 112000 0.5 0.45
N58-L 58 331 28000 0.2 0.58
Average 45.73 400.68 51377.27 0.40 0.69

B&B algorithm outperforms the MILP solver. It should be borne
in mind that in its current form of the B&B algorithm two NP-
hard problems have to be solved at every search node, which
can be bound to pay a very high computational price with the
increase of instance size and conflict density. However, it can
be possible to compute upper bounds to both α(C(t )) and the
optimum value ofMWMC(t ) using heuristics and further relax-
ations with considerably lower costs, which remains as a part of
our future investigations. Furthermore, efficient heuristics and
as well as meta-heuristics for the solution of MWPMC can be
another fertile research avenue.
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Table 2: Performance of the B&B Algorithm
act LB UB CPU (s) exp

N36-H 0 537.2 537.2 1.5 1043.4
N36-L 0 485.2 485.2 0.0 34.2
N36-M 0 560.2 560.2 0.3 436.6
N38-H 0 815.6 815.6 6.7 3608.8
N38-L 0 851.2 851.2 0.0 15.2
N38-M 0 455.8 455.8 0.2 335.8
N42-H 0 1032.4 1032.4 129.8 48724.8
N42-L 0 631.4 631.4 0.0 8.8
N42-M 0 491.6 491.6 0.5 442.4
N44-L 0 981.4 981.4 0.0 12
N44-M 0 932.6 932.6 0.7 557.2
N46-L 0 1025.6 1025.6 0.0 23.2
N46-M 0 840.4 840.4 1.7 1101.4
N48-L 0 760.2 760.2 0.0 31.8
N48-M 0 991.0 991.0 2.0 1102.8
N52-L 0 906.2 906.2 0.0 99.6
N52-M 0 1041.8 1041.8 38.7 15486.8
N54-L 0 874.6 874.6 0.1 137.8
N54-M 0 1051.4 1051.4 88.4 28790
N56-L 0 945.6 945.6 0.1 242.2
N56-M 16.4 1092.6 1096.8 491.5 130753
N58-L 0 1095.0 1095 0.2 293.4
Average 0.75 836.32 836.51 34.67 10603.67

Table 3: Performance of the BILP Formulations
STRONG WEAK

Bound Cpu (s) Bound Cpu (s)
N36-H 537.2 7.8 537.2 17.9
N36-L 485.2 0.3 485.2 0.2
N36-M 560.2 1.3 560.2 1.5
N38-H 815.6 77.5 815.6 174.5
N38-L 851.2 0.3 851.2 0.3
N38-M 455.8 2.5 455.8 1.9
N42-H 1032.4 363.0 1032.4 293.3
N42-L 631.4 0.5 631.4 0.3
N42-M 491.6 2.7 491.6 6.1
N44-L 981.4 0.7 981.4 0.5
N44-M 932.6 5.0 932.6 8.4
N46-L 1025.6 1.1 1025.6 2.2
N46-M 840.4 35.5 840.4 9.4
N48-L 760.2 1.4 760.2 0.5
N48-M 978.6 159.3 978.6 15.1
N52-L 906.2 1.6 906.2 1.1
N52-M 1041.8 316.0 1041.8 190.1
N54-L 874.6 1.7 874.6 1.1
N54-M 1051.4 572.8 1051.4 238.0
N56-L 945.6 1.7 945.6 1.4
N56-M 974.2 581.7 1092.6 381.2
N58-L 1095.0 2.1 1095.0 1.3
Average 830.37 97.12 835.75 61.20
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ABSTRACT
In the future 5G networks, a wide range of new services with
strong requirements will be delivered in the form of chains of
service functions on independent virtual networks. These virtual
networks will be deployed on demand, each one adapted to the
specific service requirements. For infrastructure providers a real
challenge consists in providing and setting up the required virtual
networks (network slices) while guaranteeing strict Service Level
Agreements. One of the major stakes is to be able to provide
failure protection for the service function chains at minimal cost.
In this work, we consider a set of deployed service chains, and
we study the best strategy to protect them at minimal cost. We
propose mathematical formulations that provide optimal backup
functions placement over a network, and the associated backup
paths for each VNF of all the chains. We develop an efficient
ILP-based heuristic relying on a separation of the problem into
smaller ones to solve large scale instances. We show that our
heuristic is competitive, both regarding the solution quality and
the solving time.

1 INTRODUCTION
1.1 Telecom context
Network operators face the challenge of making their network
more flexible and cost-effective. They also have to plan the evo-
lution of their networks for the incoming 5G networks. Indeed,
some 5G services, such as the Ultra-Reliable Low Latency (URLL),
require the network functions to be executed as close as possi-
ble to the end-user. This means that the operators will have to
split and distribute the network functions over multiple network
nodes. Thanks to the maturity of virtualization technologies, Vir-
tual Network Functions (VNF) have the capability to run inside
Virtual Machines (VM) or containers on commodity hardware.
In addition, the concept of Network Slicing will bring even more
flexibility, as it allows several virtual networks to run on a unique
physical infrastructure, provided by one or several infrastructure
providers. This flexibility brings the following benefits:
• On-Demand Network. Network Functions can be deployed
and updated remotely, as opposed to manually installing
and plugging a hardware equipment to the network. Net-
work capacity can also be scaled down or up on-the-fly,
depending on the current demand.
• Cost-effectiveness. Maintenance and exploitation of the
physical infrastructure are mutualized between the service
providers.
• Automatization. Operations on software are easily autom-
atized, enabling scaling, healing, reduced delays to market
new services, among others.

A Network Slice could be seen as a set of VNFs that are or-
ganized into Service Function Chains (SFC), that specifies the

© 2019 Copyright held by the owner/author(s). Published in Proceedings of the
International Network Optimization Conference (INOC), June 12-14, 2019:
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license CC-by-nc-nd 4.0.

sequence of VNFs crossed by the traffic for a specific service.
Figure 1 shows an example of a Service Function Chain taken
from a use-case defined at IETF (Internet Engineering Task Force)
[10]. The provided service is video optimization and it consists
of three basic Virtual Network Functions: the Steering Proxy,
which is able to redirect HTTP traffic, a DPI-based (Deep Packet
Inspector based) controller, which checks for video traffic, and
an optimizer, which transcodes the video into a suitable format
for the user terminal.

Figure 1: Example of Service Function Chain (SFC).

However, this shift in the networking paradigm comes with
many technological obstacles to overcome. One of them concerns
the resilience of the slices and the associated services.

1.2 Problem Statement
To operate a service, the VNFs of the service chains must be
installed in some network nodes, and the traffic routed through
the installed VNFs. Some of the VNFs could possibly be shared
among several different chains to reduce the exploitation costs,
while the capacity limitations and security requirements are met.
Figure 2 illustrates a small example of two different SFCs to be
routed between an origin-destination pair (1, 6). SFC1 (respec-
tively SFC2), in red color (resp. blue color), corresponds to a
service that requires the functions VNF1 and VNF3 (resp. VNF1,
VNF2 and VNF4). A SFC routing and VNF placement solution is
illustrated. VNF1 is installed in node 2 and shared by both SFCs.

Figure 2: Example of deployed Service chains

For a commercially exploited network, having a resiliency
scheme for each failure scenario is mandatory. Figure 3 illustrates
a rerouting scenario of the previous example in case of a failure of
the node 2, assuming that a backup of VNF1 has been previously
installed on node 3. In this example both SFCs are to be rerouted
through the backup node 3.

The aim of this paper is to answer the question of how to make
the Service Function Chains resilient to node and link failures.
More specifically, the goal is to protect all the Service Function
Chains already deployed against a single node or link failure, at
minimum cost. It means that all the Virtual Network Functions
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that compose the Service Chains must be protected. We assume
that a backup VNF can be used as a backup VNF for several
nominal VNFs. Similarly, nominal VNFs with spare capacity can
be used as backup VNF. The new routes to the backup VNFs must
be disjoint from the corresponding nominal route, to protect
from link failure, while satisfying the same latency and capacity
constraints as for the nominal path.

Figure 3: Example of node and routing back-up

Considering routing and placement of nominal and backup
SFCs jointly would yield better solutions, as it would allow a bet-
ter usage of network resources. However, in operational settings,
realistic scenarios are likely to consider a two-phase deployment.

1.3 State of the Art
In [1], Allybokus et al. consider the problem of VNF placement for
the composition of Service Function Chains. Resiliency is taken
into account to a certain extent with the addition of anti-affinity
rules in the model.

The ETSI (European Telecommunications Standards Institute)
has studied the issue of reliability in Network Function Virtual-
ization and has given a comprehensive list of features and models
for end-to-end reliability [4]. In [6], Hmaity et al. solve the prob-
lem of the placement of primary VNFs and backup VNFs, so that
the service chains are protected against node and/or link failure.
In the end-to-end protection scheme, the backup path does not
use any link or node from the primary path. In this scheme, the
service chains are resilient against the failure of all the links and
all the nodes. In [11], Qu et al. aim at finding the best service
chain embedding and routing, for minimizing the overall net-
work bandwidth consumption. The problem considers reliability
of the service chains with constraints to guarantee that there are
enough backup VNF for a given target reliability. In [8], Kong et
al. determine the number of VNF replicas required to guarantee
the availability of the SFC, and place these replicas on the routing
path. In [3], Engelmann and Jukan study the reliability of SFCs
with flow parallelism. They evaluate the number of backup VNF
necessary to reach a certain service reliability. They also study
various placement strategy for the backup VNF. In [13], Wang
and Doucette present an algorithm that aims at maximizing the
network availability with the approach offered by Shared-Backup
Path Protection (SBPP).

We observe that in the cited work, the backup path is disjoint
from the working path. In practice, this level of resilience is
often too costly and hardly needed since the event of all nodes
and all links failing at the same time should seldom occur (if at
all). The practical approach for network resiliency is to protect
the network operations from a certain number of simultaneous
failures. In this paper, we propose and solve a problem that is
more relevant to the practical cases of network resiliency design.
In addition, our approach is to help network architects to design

a resilient network, in a cost-efficient manner. This is why we
seek to minimize the cost of deployment, by contrast to the cited
works.

2 THE VIRTUAL NETWORK FUNCTION
RESILIENCE PROBLEM (VNFR)

2.1 Problem Definition
The network is represented by a directed graph G(V ,A), where
V is the set of network nodes andA the set of arcs. Each network
nodeu corresponds to a site in which a network function could be
executed, either by running it on existing server or by opening a
new site. Opening a new site has a high costmu and corresponds
to setting up a new small DC on an eligible site. We assume that
the nominal service chains are already deployed in the network.
This assumption corresponds to many planned real use-case,
in particular when protecting service chains related to critical
virtualized functions like vEPC (virtual Evolved Packet Core,
[9]) or vRAN (virtual Radio Access Network, [2]). The nominal
functions already in place in the network can be shared and used
to protect other service chains, and the residual capacity Cu ∈ N
of used servers can be used to install new functions.

Each arc (uv) of G is characterized by a weight luv that is a
function of the transmission delay between nodes u and v , by a
maximal bandwidth capacity Buv , and by a unitary usage cost
euv .

The set of all the VNFs to be protected against failure is denoted
by F . Each virtual function is characterized by a type f ∈ F ,
and a maximal flow rate tf the function is able to process. The
placement cost of a new function of type f in a node u is denoted
h
f
u .
A service chain k ∈ K is composed of an ordered set of virtual

network functions, and an associated routing path Pk . It is char-
acterized by a traffic demand between origin-destination nodes,
named respectively ok and dk . Without loss of generality, we de-
compose each service chain k into micro chains i, i = 1, . . . , |Fk |
composed of one function each, of type f ik ∈ F .

Then, from now, a section (i,k) corresponds to a unique func-
tion between an origin node oik and a destination node dik along
the routing path Pk of the global service chain. Then, oik is the
node where f i−1

k is placed if i ≥ 2, ok otherwise, and dik the node
where f i+1

k is placed if i ≤ n − 1, dk otherwise. The paths of
these micro chains are sections Sik of the path Pk . An example
of nominal service chain path is given in Figure 4. The repre-
sented SFC is routed along a path P1 from the source node o1 to
the destination one d1, and the flow runs 3 functions f i1 , with
i = 1, 2, 3. The three corresponding sections Si1, with i = 1, 2, 3
are respectively represented in figures 5, 6 and 7.

Figure 4: A service function chain path P1, composed of 3
functions

The service chain sections deployed in the network are defined
by two set of parameters:
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• p
ikf
u that has value 1 is a VNF of type f in section i of
service chain k is installed on u, 0 otherwise, and
• qikuv whose value is 1 if the traffic in section i of service
chain k is routed along arc (uv), 0 otherwise.

Figure 5: First section of Path P1, S1
1

Figure 6: Second section of Path P1, S2
1

Figure 7: Third section of Path P1, S3
1

All the notations previously introduced in this section are
summarized in Table 1.

2.2 Problem Formulation
The Virtual Network Function Resilience (VNFR) Problem can
be formulated as an integer linear program. The four types of
decision variables are :
• Routing variables

r ikuv =

{
1 if (u,v) is used to re-route section i,k
0 otherwise

• Function placement

y
ikf
u =


1 if backup function of f for section i of k is

placed on node u
0 otherwise

• Number of instances of a same type of the backup function
f installed on node u

x
f
u ∈ N

• Opening of a new site

zu =


1 if the node u is newly used to install at least
one back up function

0 otherwise
Then, a compact formulation for the problem is as follows :

min
∑
u ∈V

∑
f ∈F

h
f
ux

f
u +

∑
u ∈V \N

muzu +
∑
(uv)∈A

∑
k ∈K

∑
i ∈Sk

euvbkr
ik
uv

(1)

subject to

∑
(uv )∈A

r ikuv −
∑

(v ′u)∈A

r ikv ′u =


1 if u = oik
− 1 if u = d ik
0 otherwise

∀i ∈ Sk , ∀k ∈ K,
∀u ∈ V .

(2)∑
k∈K

∑
i∈Sk

r ikuvbk ≤ Buv ∀(u, v) ∈ A (3)∑
f ∈F

x fu ≤ Cu ∀u ∈ V (4)∑
(uv )∈A

r ikuv luv ≤ Lik ∀k ∈ K, ∀i ∈ Sk (5)∑
k∈K
i∈Sk

[
bky

ikf
u −

∑
k′∈K\k
i∈Sk′

pik
′f

u (tf − bk′ )
]
≤ tf x

f
u ∀u ∈ V , ∀f ∈ F

(6)

pikfu ≤
∑

u′∈V \u

yikfu′ ∀u ∈ V , ∀k ∈ K, ∀f ∈ F , ∀i ∈ Sk (7)

r ikuv + q
ik
uv ≤ 1 ∀k ∈ K, ∀(u, v) ∈ A, ∀i ∈ Sk (8)∑

f ∈F

x fu ≤ Cuzu ∀u ∈ V \N (9)

yikfu ≤
∑
(uv )∈A

(
r ikuv + r

ik
vu

)
∀u ∈ V , ∀k ∈ K, ∀f ∈ F , ∀i ∈ Sk

(10)

r ikuv ∈ {0, 1} ∀k ∈ K, ∀(u, v) ∈ A, ∀i ∈ Sk
yikfu ∈ {0, 1} ∀f ∈ F , ∀k ∈ K, ∀u ∈ V , ∀i ∈ Sk
x fu ∈ N ∀f ∈ F , ∀u ∈ V
zu ∈ {0, 1} ∀u ∈ V

The objective (1) of the problem consists in minimizing the
whole cost of protecting the service chains against a single failure.
The first term refers to the installation cost of a function f in a
site u, the second one to the cost of opening a new site u, and
finally the last one refers to the cost of re-routing the traffic of
section i , of demand k , on the arc (u,v).

The first set of constraints (2) are the flow conservation con-
straints, to ensure the flow continuity on the back up routes for
all the demands on all the network nodes. The constraints (3) are
to ensure that the sum of the flows routed on each arc are less or
equal to the bandwidth limit capacity. The constraints (4) are the
node capacity constraints and (5) the latency constraints all along
the backup routes of all the demands. The maximal flow rates
that can be processed by a function f on a node u is expressed
in (6) : the capacity of a function being the capacity of the new
installed function instances in addition to the residual capacity
of the functions f already installed for the nominal chains.

The placement constraints (7) are to ensure that each nominal
function f has a back up function installed on another node, while
constraints (8) are to ensure the disjunction between nominal
and backup paths. The constraints (9) are to define the opening of
a site : if at least one function f is installed on a siteu ∈ V \N , ie a
site where no function has been installed yet. Finally, constraints
(10) are to link the backup functions to the backup routes for all
the functions.

2.3 A variant with protection sharing
A shared protection model can easily be obtained from this model,
considering that just one VNF failure can occur at a given time,
in the same geographical area. The shared protection consists
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Table 1: Indexes, Sets, Constants, and Variables

Indexes

f Virtual Network Function types
u Nodes
k Service Function Chains
i Sections of a service chain
(u,v) Arcs

Sets

V Set of nodes
A Set of arcs
F Set of VNF types
K Set of service chains to protect
S Set of all sections of all chains
N Set of open nodes i.e. hosting at least one VNF

Constants

Graph notation

Cu Max number of VNF that can be hosted on u
mu Cost of opening node u
luv Latency of arc (u,v)
Buv Bandwidth capacity of arc (u,v)
euv Cost per traffic unit on arc (u,v)

Service chains

Pk Nominal path of service chain k
ok Source node for service chain k
dk Destination node service chain k
bk Bandwidth necessary for service chain k
Fk Set of VNFs in service chain k
Sk the set of sections in path Pk
tf Maximum rate of f
h
f
u Cost of installing f in node u

Service chain sections

sik Source node of the section i of service chain k

S f The set of sections containing function f
dik Destination node of the section i of service chain k

nik Backup node for backup section i of service chain k

f ik VNF type in the section i of service chain k

Lik Max. latency for section i of service chain k

p
ikf
u Binary indicator of nominal VNFs placement
qikuv Binary indicator of nominal arc usage

in reserving, in each node, a free capacity space to run only the
VNF with the largest capacity requirement, so that any single
VNF could be run.

Thus, the capacity constraint Equation (6) becomes :

max
k ∈K
i ∈Sk

(bky
ikf
u ) ≤ tf x

f
u +

∑
k ∈K
i ∈Sk

∑
k ′∈K\k
i ∈Sk′

p
ik ′f
u (tf − bk ′)

∀u ∈ V ,∀f ∈ F
And the bandwidth constraint (3) becomes :

max
k ∈K
i ∈Sk

(bk r ikuv ) ≤ Buv ∀(u,v) ∈ A

This alternate formulation is referred to as PS-VNFR (Protec-
tion Sharing VNFR) in the following.

Table 2: Compact formulation

|V | |A| |F | |S | Time (s) Var. Constr.
30 198 20 400 1820 319,830 892,258
50 538 40 500 >3600 1,271,050 3,568,138
100 2030 40 400 >3600 2,416,100 6,474,630

2.4 Problem Formulation Analysis
These formulations have been solved to optimality using the
commercial solver Cplex 12 ([7]). The largest generated instances,
described in section 4.1, couldn’t be solved within one hour. An
illustration of the size of the formulation (number of variables
and constraints) of VNFR is given in Table 2; where |V | and |A|
refers to the graph size, |F | to the number of function types,
and |S | is the number VNF instances, i.e. the number of chain
sections to be protected against failure. From the formulation of
the problem, we can compute the number of variables as

|S | |A| + |S | |F | |V | + |F | |V | + |V | (11)

and the number of constraints as

|A| + 2|V | + |S | + |V | |S | + 2|F | |V | + 2|S | |A| + 3|V | |S | |F | (12)

We can observe from Equation (11) that for a given graph (i.e.
with given V and A), the factor for the number of function types
is |V | and the factor for the number of sections is |A|. In typical
production networks, the number of arcs is much greater than
the number of nodes, i.e. |V | ≪ |A|. The same reasoning applies
for the number of constraints, in Equation 12. Therefore, we
conclude that the size of the formulation is particularly sensitive
to the number of sections, for a given graph.

3 ILP-BASED HEURISTIC
For some instances, solving the ILP (Integer Linear Program) to
optimality might not be feasible in a reasonable time. For this
reason, we have designed a heuristic called DC-VNFR (Divide
and Conquer in the VNFR problem). This heuristic is based on
the principle of dividing the original problem into a set of smaller
problems. The approach is to process the backups for each type
of VNF, one type at a time. More specifically, the set of all the
sections S is divided into subsets S f such that S f contains all the
sections that contain a VNF of type f .

The VNFR problem is then solved for each S f separately. The
order of resolution is by decreasing λf , with λf =

∑
(i,k )∈S f bk .

In other words, we determine the backups for the type of VNF
with the largest traffic first.

The heuristic DC-VNFR is detailed in Algorithm 1.
As the heuristic consists in fixing a set of variables at each

iteration, it may not find a feasible solution for some instances.
In that case, the algorithm stores the rejected backups in a set
R and carry on the processing. However, over all our numerical
experiments the heuristic has always terminated with a feasible
solution.

4 RESULTS
4.1 Random Instances Creation
In order to evaluate the performance of our model, we have
designed a random instance generator, that allows us to generate
arbitrarily large instances. It is implemented with python3 and
the networkX package [12].
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Algorithm 1: The DC-VNFR heuristic
Input :An instance of the VNFR problem (cf. 2), with

S =
⋃ |F |
f =1 Sf , with S f the set of all sections with

function type f

Output :A solution to the VNFR problem (i.e. x̄ fu , ȳ
ikf
u , z̄u ,

r̄ ikuv ), the total cost ct , and the set of rejected
demands R

1 Compute all the λf =
∑
(i,k)∈S f bk for f ∈ F

2 Sort the sets S f by decreasing λf
3 for f← 1 to |F | do
4 Solve VNFR to optimality with S f instead of S
5 if there is a solution then
6 Update variables x̄ fu , ȳ

kf
u , z̄u , r̄kuv

7 Update total cost ct
8 Update capacities of arcs and nodes
9 for all u such that zu = 1 do

10 N ← N ∪ {u}

11 end
12 else
13 R ← R ∪ {S f }

14 end
15 end

The inputs for the random instance generator are the number
of nodes in the graph, the number of types of VNF and the number
of sections. The other parameters are randomly and uniformly
chosen in-between an input interval given in Table 3.

The arcs are added as follows. First a path that connects all the
nodes is added, so as to ensure that the graph is connected. Then,
arcs are chosen randomly and added until a certain percentage
of the maximum number of arcs in the graph is reached. In the
following, we name the graphs that have 20% of the maximum
number of arcs type A and the graphs at 80% type B (cf. Table 3).
These values were selected in order to assess the impact of the
graph density on performance.

Table 3: Parameters for random instances

Intervals
Cu [1, 3]
luv [1, 20]
Buv [100, 500]
tf [1000, 2000]
bk [1, 20]
Lk [100, 500]
euv [1, 5]
h
f
u [10, 100]

mu [100, 300]
Graphs

type A 20% complete
type B 80% complete

The nominal Service Function Chains are placed as follows:
first the origin and destination nodes of each section are randomly
selected, then a node is randomly selected on the shortest path
to host the VNF. The type of the VNF is also randomly selected.

4.2 Numerical Results
We have generated random instances with varying numbers of
nodes and varying number of sections. For a given set of input
parameters, we have generated 10 random instances. Then, we
have solved all the instances, first with the ILPs (Integer Linear
Programs) described in section 2 and then with the DC-VNFR
heuristic described in section 3. The ILPs were implemented in
Python3 with the Pyomo library [5] and the heuristic was also
developed with Python3. We have recorded the execution time
in terms of CPU time, and recorded the relative gap between the
optimal solution and the solution given by DC-VNFR.

First, it is interesting to note that the two ILPs presented in
section 2 yield to the same results (both in terms of objective
function and execution time). Therefore, in the following we refer
simply to the optimal solution as the ILP. This is due to the fact
that, in the random instances we have generated, the parameter
tf (maximum rate processed by a function) was high enough
not to need to instantiate two of them in a node. In addition,
the capacity of the links were not saturated. In consequence,
since both constraints (3) and (6) were not saturated, there is
no difference with the model that relaxes them. We could check
that, on the instances where one or both these constraints were
actually saturated, the objective was lower with the PS-VNFR
variant.

Figures 8 and 9 show the CPU Time needed for the resolution
of the ILP and the execution of the heuristic, when varying re-
spectively the number of nodes in the graph and the number of
sections K . The y-axis scale is logarithmic so it appears from the
figures that there is almost always at least an order of magnitude
in the performance of the heuristic and the exact resolution.

Figures 10 and 11 represent the relative gap between the DC-
VNFR solution and the optimum. The relative gap is defined as
(β −α)/α with α the minimum cost and β the cost of the solution
provided by DC-VNFR. When varying the number of nodes, the
relative gap is always below 0.6%.

4.3 Discussion
The results given in section 4.2 first show that the performance
gain with the proposed algorithm over the exact resolution is
very good, irrespective of the number of nodes in the graph or
the number of sections to protect. It is also noteworthy that the
type B instances take more time to solve, in average, than the
type A instances. This is because the combinatorial exploration
is larger when the graph is more connected.

The results also show that the proposed algorithm yields high-
quality solutions, in the sense that whatever the number of nodes
in the graph, the gap to optimality stays under 0.6%. In fact, the
heuristic is always optimal when the node capacities are not
saturated. This is due to the fact that, in that case, the problems
of finding the backups for each VNF type are independent from
one another. Since in DC-VNFR the optimal solution is found
for each VNF type separately, the combined solution remains
optimal. We have also observed that when the node capacities
are less saturated, the solutions of DC-VNFR tends to be closer
to the optimal solutions, which seems quite natural.

However, when varying the number of sections, two opposite
trends appear. With type A instances, the gap to optimality in-
creases with the number of sections (after 100 sections). This is
due to the fact that, for sparse graphs, there is a limited number
of nodes to choose from, for the selection of the backup node
(because of the latency constraints). In consequence, the node
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Figure 8: CPU Time vs. Number of Nodes

Figure 9: CPU Time vs. Number of Sections

Figure 10: Gap vs. Number of Nodes

Figure 11: Gap vs. Number of Sections

capacities are more often saturated, leading to sub-optimal place-
ment of backup VNfs. In contrast, with type B instances, the gap
decreases (cf. Figure 11). This is because in that case, there is a
larger number of choices for the backup node, which means they
are less prone to reach their capacity, which allows the heuristic
to lead to a near-optimal solution.

In conclusion, the DC-VNFR heuristic allows to take advantage
of the mutualization of the backups of each particular VNF types.
It is a good compromise between the optimal resolution of the
ILP and a reasonable computation time.

5 CONCLUSION
In this work, we have studied how to improve the resiliency of
a set of given Service Function Chains, in a practical and cost-
effective manner. The aim is to deploy a backup VNF and an
associated backup path for each VNF of all the chains. Since the
goal is to protect against a single failure, the backups can be
mutualized for several nominal VNFs, and also a nominal VNF
with spare capacity can be used as backup. The formulation that
we proposed allows to solve this problem at minimal cost, and an
ILP-based heuristic, relying on a separation of the problem into
smaller ones, is provided in order to solve large scale instances.
Empirical results on instances representative of real use-cases
show the benefits of this approach.
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ABSTRACT

This paper addresses the single machine scheduling problem

with distinct time windows, sequence-dependent setup times

(SMSPETP) which consists in minimizing the total weighted ear-

liness and tardiness of a set of jobs. We propose a time-indexed

mathematical formulation for representing the problem, new

valid constraints families for this formulation, as well as separa-

tion algorithms. Computational experiments show that the use

of these algorithms in a cutting-plane enable to significantly im-

prove the linear relaxation.

1 INTRODUCTION

This paper addresses the single machine scheduling problem

with distinct timewindows and sequence-dependent setup times.

Such problem consists of determining the time at which jobs

must be performed in order to minimize the weighted sum of

earliness and tardiness penalties, and is hereafter denoted by SM-

SPETP.

The SMSPETP is a difficult problem which has numerous ap-

plications, such as Just-in-Time manufacturing, chemical pro-

cessing, video on demand services, among others. As a conse-

quence, many resolution algorithms have been introduced to

solve this problem [3, 5]. Nevertheless, the job scheduling prob-

lem with the characteristics considered in this work has not re-

ceived the deserved attention. The SMSPETP has mainly been

treated by heuristic procedures that divide the problem into two

subproblems: (i) job sequencing, and (ii) determining the opti-

mal time for completion of each job in a given sequence. This

work tackles the SMSPETP from a perspective not yet consid-

ered in the literature i.e., with a cutting plane algorithm.

The SMSPETP has the following characteristics:

• A single machine must process a set I of n jobs;

• Themachine can perform only one job at a time and, once

the process is initiated, it cannot be interrupted;

• All jobs are available for processing starting from date 0;

© 2019 Copyright held by the owner/author(s). Published in Proceedings of the 9th
International Network Optimization Conference (INOC), June 12-14, 2019, ISBN
978-3-89318-078-3 on OpenProceedings.org.
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

• Between two consecutive jobs x and y ∈ I , a setup time

of Sxy is required. It is assumed that the time for setting

up the machine in order to process the first job in the

sequence is equal to 0;

• Idle time between the execution of two consecutive jobs

is allowed.

• For each job x ∈ I , there is a processing time Px and a time

window [Ex ,Tx ] in which the job x should preferably be

completed. Ex indicates the earliest due date, and Tx is

the tardiest due date;

• If job x is completed before Ex , then there is a cost of αx
per unit of earliness time. In the case that the job is com-

pleted after Tx , there is a cost of βx per unit of tardiness

time. Jobs completed within their time windows do not

incur costs;

The objective of the problem is to determine the starting dates of

the jobs, so that theweighted sum of their earliness and tardiness

is minimized, i.e.,

min
∑
x ∈I

(αxex + βx tx ), (1)

where Cx represents the completion time of job x ∈ I and ex =

max(0, Ex−Cx ) and tx = max(0,Cx−Tx ) represent the earliness

and tardiness times of x , respectively.

In this paper, a time-indexed formulation for representing the

SMSPETP is presented. In addition, five families of valid con-

straints for time-indexed SMSPETP formulations are proposed

in order to obtain better lower bounds.

The rest of this article is organized as follows. The time-indexed

formulation for the SMSPETP is presented in Section 2, while

the five families of valid constraints for time-indexed SMSPETP

formulations are showed in Section 3. Section 4 proposes sep-

arations algorithms for these families of constraints. Section 5

presents and discusses the computational results. Finally, Sec-

tion 6 concludes this work.

2 THE PROPOSED TIME-INDEXED
FORMULATION

In [6, 7] were introduced time-indexed formulations of the sin-

gle machine scheduling problem with distinct deadlines and no
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setup times. We adapt these formulations and use the valid con-

straints of [1] in order to represent the SMSPETP.

Let Hx =
{
sLBx , s

LB
x + 1, . . . , s

UB
x

}
be the set of possible start-

ing dates of job x ∈ I . Let lxh be decision variables such that

∀ x ∈ I and ∀h ∈ Hx ,

lxh =

{
1, if job x begins at date h;

0, otherwise.

In the rest of this work the following notations are used: ⌊λ⌋x =

max(sLBx , λ) and ⌈λ⌉x = min(λ, sUB
x ), for all job x ∈ I and for all

number λ ∈ R.
As introduced in [7], the cost incurred by the earliness or tar-

diness of a job x ∈ I started at date h can be determined by the
function

дx (h) = αx ·max(Ex − h − Px , 0) + βx ·max(h + Px −Tx , 0), ∀ h ∈ Hx (2)

Therefore, a time-indexed formulation for the SMSPETP, de-

noted by TIF, is given by

(TIF) min
∑
x∈I

∑
h∈Hx

дx (h) · lxh

s.t.
∑
h∈Hx

lxh = 1, ∀x ∈ I (3)

⌈h⌉x∑
k=⌊h−Px −Sxy+1⌋x

lxk +

⌈h⌉y∑
k=⌊h−Py−Syx +1⌋y

lyk ≤ 1, ∀x, y ∈ I, x , y,

∀h ∈ Hx ∪ Hy (4)

lxh ∈ {0, 1}, ∀x ∈ I, ∀h ∈ Hx (5)

The objective function seeks tominimize the weighted sum of
the earliness and tardiness. Constraints (3) assure that each job
will be executed only once. Constraints (4) ensure that there is
sufficient time to execute a job and prepare the machine before
starting the next job. Note that Constraints (4) assume the validy
of the triangle inequality given by

Sxy ≤ Sxz + Pz + Szy , ∀ x, y, z ∈ I, x , y, x , z and y , z . (6)

3 NEW VALID CONSTRAINTS

This section introduces new families of valid constraints for time-

indexed formulations to the SMSPETP.

Before presenting the new valid constraints, it is observed

that the constraints given by Proposition 3.1 of [1] are also valid

for the time-indexed formulations of SMSPETP. These constraints

are used to prove the validity of the first family of valid con-

straints.

Proposition 3.1 ([1]). Given a subset I ′ ⊆ I such that |I ′| ≥ 2,
for all h ∈

⋃
x ∈I ′ Hx , we have

∑
x∈I ′

⌈h⌉x∑
k=

⌊
h−Px − min

y∈I ′\{x }
Sxy+1

⌋
x

lxk ≤ 1. (7)

Note that Constraints (4) are obtained from Constraints (7) by

considering only the subsets I ′ ⊂ I such that |I ′ | = 2.

The first family of valid constraints is inspired by [6]. In this

work, the authors propose the set of Constraints (8) for time-

indexed formulations of scheduling problemswithout setup time

between jobs:

⌈h+∆−1⌉x∑
k=⌊h−Px +1⌋x

lxk +
∑

y∈I \{x }:Py≥∆

⌈h⌉y∑
k=⌊h−Py+∆⌋y

lyk ≤ 1, ∀x ∈ I,

∀h ∈
⋃

y∈I \{x }

Hy, ∀∆ ∈ {2, 3, . . . , max
y∈I \{x }

Py } (8)

Proposition 3.2 generalizes Constraints (8) to scheduling prob-

lems with setup times between jobs. The family of constraints

that satisfies Proposition 3.2 is named here “Family 1”.

Proposition 3.2 (Family 1). Let I ′ ⊆ I be a subset of jobs such
that |I ′| ≥ 2. Given a job x ∈ I ′, for all h ∈

⋃
y∈I ′\{x } Hy and all

∆ ∈
{
2 − Px − miny∈I ′\{x } Sxy , . . . ,maxy∈I ′\{x }

(
Py + Syx

)}
,

we have

⌈h+∆−1⌉x∑
k=⌊h−Px −S

min
x +1⌋x

lxk

︸                         ︷︷                         ︸
εx

+

∑
y∈I ∗

⌈h⌉y∑
k=⌊h−Py−S

min
y +∆⌋y

lyk

︸                         ︷︷                         ︸
ϵy

≤ 1, (9)

where:

• I ∗ = {y ∈ I ′ \ {x } | Py + Syx ≥ ∆},

• Smin
x = miny∈I ∗ Sxy and

• Smin
y = min

(
Syx , ∆− 1+minz∈I ∗\{y} Syz

)
for all y ∈ I ∗

(
if I ∗ = {y },

then Smin
y = Syx

)
.

Proof. As job x must be processed once, we have εx ≤ 1.

Moreover, we have from Proposition 3.1 that∑
y∈I ∗ ϵy ≤ 1. Suppose there is a feasible scheduling π of I in

which εx = 1 and
∑
y∈I ∗ ϵy = 1 for a given h′ and a given ∆

′.

Thus, there is a job y′ ∈ I ∗ such that ϵy′ = 1. Consequently,h′ −

Px −Sxy′+1 ≤ sπx ≤ h′+∆′−1 andh′−Py′−Sy′x+∆
′ ≤ sπy′ ≤ h′,

where sπx is the starting date of job x in scheduling π , i.e., there

is overlap between jobs x and y′ in scheduling π . �

Note that Constraints (7) are contained in Family 1. In fact,

they are obtained by only setting ∆ = 1 in Family 1.

The following lemma provides a new set of valid constraints.

Lemma 3.3. For any subset I ′ ⊆ I , we have

∑
x∈I ′

©«

⌈h+ min
y∈I ′\{x }

(Py+Syx )−1⌉x∑
k=⌊h⌋x

lxk

ª®®®¬︸                                   ︷︷                                   ︸
ϵx

≤ 1, ∀h ∈
⋃
x∈I ′

Hx . (10)

Proof. As every job must be processed once, we have ϵx ≤ 1,

∀x ∈ I ′ and ∀h ∈
⋃
x ∈I ′ Hx . Suppose there is a feasible schedul-

ing π of I such that
∑
x ∈I ′ ϵx > 1 for a given h′. Therefore, there

are two jobs x1,x2 ∈ I ′ such that ϵx1 = ϵx2 = 1. Consequently,

h′ ≤ sπx1 ≤ h′+Px2+Sx2,x1−1 and h
′ ≤ sπx2 ≤ h′+Px1+Sx1,x2−1,

where sπx is the starting date of job x in scheduling π , that is, the

machine performs jobs x1 and x2 in scheduling π simultaneously.

This contradicts the fact that π is a feasible scheduling of I . �

Proposition 3.4 provides another family of valid constraints,

named “Family 2”. This family contains Constraints (10).

Proposition 3.4 (Family 2). Let I ′ ⊆ I be a subset of jobs such
that |I ′ | ≥ 2. Given a job x ∈ I ′, for all h ∈

⋃
y∈I ′\{x } Hy and

all ∆ ∈
{
2−miny∈I ∗

(
Py +Syx

)
, . . . , Px +maxy∈I ′\{x } Sxy

}
, we

have:
⌈h+PSmin

x −1⌉x∑
k=⌊h−∆+1⌋x

lxk

︸                  ︷︷                  ︸
εx

+

∑
y∈I ∗

⌈h+PSmin
y −∆⌉y∑

k=⌊h⌋y

lyk

︸                  ︷︷                  ︸
ϵy

≤ 1, (11)

where:

• I ∗ = {y ∈ I ′ \ {x } |Px + Sxy ≥ ∆},

• PSmin
x = miny∈I ∗

(
Py + Syx

)
and

• PSmin
y = Px + Sxy , if I

∗
= {y }, or PSmin

y = min
(
Px + Sxy , ∆ − 1 +

minz∈I ∗\{y}
(
Pz + Szy

) )
for all y ∈ I ∗ , otherwise.

44



Proof. Since job x must be performed only once, we have

εx ≤ 1. Besides it, from Constraints (10) we have
∑
y∈I ∗ ϵy ≤ 1.

Suppose there is a schedule π from I such that εx = 1 and∑
y∈I ∗ ϵy = 1 to a given date h′ and a given ∆

′. Therefore, there

is y′ ∈ I ∗ such that ϵy′ = 1. Consequently, h′ − ∆
′
+ 1 ≤ sπx ≤

h′ + Py′ + Sy′x − 1 and h′ ≤ sπ
y′
≤ h′ + Px + Sxy′ − ∆

′, where

sπx is the starting date of job x in scheduling π , that is, the ma-

chine performs jobs x and y′ in schedule π simultaneously. This

contradicts the fact that π is a feasible schedule of I . �

Constraints (10) are obtained from Family 2when considering

∆ = 1. Propositions 3.5, 3.6 and 3.7 provide three more families

of valid constraints, which will be named “Family 3”, “Family 4”

and “Family 5” respectively.

Proposition 3.5 (Family 3). For any subset I ′ ⊆ I such that
|I ′ | ≥ 2, we have:

∑
x∈I ′

⌈
min

y∈I ′\{x }
(sLBy +Py+Syx )−1

⌉
x∑

k=sLBx

lxk

︸                                    ︷︷                                    ︸
ϵx

≤ 1. (12)

Proof. According to what has already been discussed, ϵx ≤

1,∀x ∈ I ′. Suppose there is a scheduleπ of I such that
∑
x ∈I ′ ϵx >

1. Therefore, there are two jobsx1,x2 ∈ I
′ such thatϵx1 = ϵx2 = 1.

Consequently, sLBx1 ≤ sπx1 ≤ sLBx2 + Px2 + Sx2,x1 − 1 and sLBx2 ≤

sπx2 ≤ sLBx1 + Px1 + Sx1,x2 − 1, where s
π
x is the starting date of job

x in scheduling π , i.e., the machine performs jobs x1 and x2 in

scheduling π simultaneously. This contradicts the fact that π is

a feasible scheduling of I . �

Proposition 3.6 (Family 4). Given a subset of jobs I ′ ⊆ I such

that |I ′| ≥ 2, if TPT I ′

min
denotes the lowest total time required to

process all jobs in I ′ and sLB
I ′
= minx ∈I ′ s

LB
x , then

∑
x∈I ′

sU B
x∑

h=

⌊
sLB
I ′\{x }

+T PT
I ′\{x }
min

+ min
y∈I \{x }

Syx

⌋
x

lxh

︸                                                       ︷︷                                                       ︸
ϵ

≥ 1. (13)

Proof. Suppose there is a feasible scheduling π of I such that

ϵ is equal to 0. Let sπx be the starting date of job x in scheduling π

and x ′ ∈ I ′ be the last job processed in π . Thus,

sπ
x ′
< sLB

I ′\{x }
+ TPT

I ′\{x ′}
min

+ miny∈I\{x ′ } Syx ′ and there is a

scheduling of I ′ \ {x ′} whose total processing time is lower than

TPT
I ′\{x ′}
min . This contradicts the fact that TPT

I ′\{x ′}
min

is the low-

est total time required to process all jobs in I ′ \ {x ′}. �

Proposition 3.7 (Family 5). Given a pair of distinct jobs x and

y in I , for all h ∈
{
max

(
sLBx , s

LB
y

)
, . . . ,min

(
sUB
x , s

LB
y + Py +

Syx − 1
)}
∩ Hx , we have

sUB
y∑

k=h+Px+Sxy

lyk

︸               ︷︷               ︸
ϵ

≥ lxh . (14)

Proof. Suppose there is a feasible scheduling π of I such that

ϵ < lxh for a given h (i.e., such that lxh = 1 and ϵ = 0). So, sπx = h

and sLBy ≤ sπy < h+Px +Sxy , where s
π
x denotes the starting date

of job x in scheduling π . Since sLBy ≤ h ≤ sLBy + Py + Syx − 1,

it follows that sπx + Px + Sxy > sπy and sπy + Py + Syx > sπx ,

contradicting the fact that π is a feasible scheduling of I . �

4 SEPARATION ALGORITHMS FOR THE
FAMILIES OF PROPOSED CONSTRAINTS

Except Family 5, all families of constraints proposed in Section 3

have an exponential number of constraints (2n or greater). This

fact makes it impossible to fully include these families in the

formulations. However, they can be used in cutting-plane algo-

rithms [8]. In short, cutting-plane algorithms are procedures that

start from the solution of the linear relaxation of a formulation

in which a limited number of constraints are considered and it-

eratively adds new valid constraints to the problem and solve it,

until one stopping criterion is satisfied.

Let PPM be the mathematical programming problem based

on time-indexed variables that is updated iteratively in a given

cutting-plane algorithm. Consider that l⋆ represents an optimal

solution of the linear relaxation of the current PPM . Note that

l⋆ consists of an array of values assigned to the variables lxh ,

∀x ∈ I and ∀h ∈ Hx . Due to the large number of constraints

in Families 1–4, the simple fact of checking which constraints

are violated by l⋆ is still an impractical process. The problem of

finding, in a set of constraints, those that are violated by l⋆ is

called a “separation problem”.

The separation problem associated with Family 5 is solved ex-

actly by checking all constraints, one by one. On the other hand,

the separation problems of Families 1–4 are solved heuristically.

Moreover, the separation algorithms seek only the constraint

which are the most violated by l⋆. Constraints whose violation

by l⋆ is small are discarded. A constraint of type A × l ≤ b is

violated by l⋆ for at least δ > 0 units if A × l⋆ ≥ b + δ .

The algorithms proposed to solve the separation problems as-

sociated with the families of constraints presented in Section 3

are described in the following subsections. Let δ represents the

minimum violation accepted. Given a solution l⋆ for the cur-

rent PPM , let hmin
x = min{h ∈ Hx : l⋆

xh
> 0} and hmax

x =

max{h ∈ Hx : l⋆
xh
> 0}, ∀x ∈ I . Furthermore, for each job

x ∈ I , let Ix =
{
y ∈ I \ {x} : hmax

y + Py + Syx > hmin
x or

hmax
x + Px + Sxy > hmin

y

}
.

4.1 Separation Heuristic for Family 1

The proposed separation heuristic algorithm for Family 1 is de-

scribed in Algorithm 1. In this algorithm, Ω1 represents the set

of constraints violated by l⋆. lhsx,h, I ′,∆(l
⋆) represents the nu-

merical value of the expression εx +
∑
y∈I ∗ ϵy related to Propo-

sition 3.2 applied to l⋆, for the respective x , h, I ′ and ∆.

The jobs are sorted in ascending order by the values of hmin
x .

Themaximum number of constraints returned by the separation

heuristic of Family 1 is given by
∑
x ∈I (h

max
x − hmin

x + 1).

4.2 Separation Heuristic for Family 2

Let Ω2 be a subset of Family 2 composed of constraints which are

violated by l⋆. If lhsx,h, I ′,∆(l
⋆) represents the numerical value

of the expression εx +
∑
y∈I ∗ ϵy of Proposition 3.4 applied to l⋆,

then the proposed heuristic algorithm for the separation prob-

lem of Family 2 is analogous to Algorithm1. The only differences

are the range of ∆ and the function lhsx,h, I ′,∆(l
⋆), which, in this

case, are based on Proposition 3.4.
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Input: I ; hmax
x , hmin

x , Ix , lhsx,h, I ′,∆(l
⋆) ∀x ∈ I ; l⋆; δ ∈ R.

Ω1 ← ∅;

for x ∈ I do

for h = hmax
x , hmax

x − 1, · · · , hmin
x do

I ′ ← {x};

lhs0← −∞;

Update← FALSE;

while I ′ , Ix ∪ {x} do
y∗ ← −1;

lhs∗← −∞;

for y ∈ Ix \ I
′ do

I ′ ← I ′ ∪ {y};

for ∆ = Py + Syx , Py + Syx − 1, · · · , 2 −

Px −minz∈I\{x } Sxz do

if lhsx,h, I ′,∆(l
⋆) ≥ 1 + δ then

Ω1 = Ω1 ∪ {lhsx,h, I ′,∆(l) ≤ 1};

Update← TRUE;

Exit the current loop;
if lhsx,h, I ′,∆(l

⋆) > lhs∗ then
lhs∗← lhsx,h, I ′,∆(l

⋆);

y∗ ← y;
if Update = TRUE then

Exit the current loop;

else
I ′ ← I ′ \ {y};

if Update = TRUE then
Exit the current loop;

if lhs∗ > lhs0 then
lhs0← lhs∗;

else
Exit the current loop;

I ′← I ′ ∪ {y∗};
Return Ω1;

Algorithm 1: Separation Heuristic for Family 1.

4.3 Separation Heuristic for Family 3

The proposed heuristic algorithm for the separation problem of

Family 3 is detailed in Algorithm 2. Ω3 represents the set of con-

straints violated by l⋆ found by this algorithm. Let lhsI ′(l
⋆) rep-

resents the numerical value of the expression
∑
x ∈I ′ ϵx of Propo-

sition 3.5 applied to l⋆, for the respective subset I ′ ⊆ I .

As in the separation heuristics of Families 1 and 2, the order of

investigation of the jobs x ∈ I is always given in the increasing

order of hmin
x . The maximum number of constraints returned by

the separation heuristic of Family 3 is equal to n.

4.4 Separation Heuristic for Family 4

Before presenting the proposed separation for Family 4, it is ob-

served Constraint (13) of Proposition 3.6 is equivalent to Con-

straint (15) for all subset I ′ ⊆ I .

∑
x∈I ′

⌈
sLB
I ′\{x }

+TPT
I ′\{x }
min

+ min
y∈I \{x }

Syx −1

⌉
x∑

h=sLBx

lxh

︸                                                      ︷︷                                                      ︸
ϵ ′
I ′

− |I ′ | ≤ −1. (15)

Let Ω4 be a subset of Family 4 composed of constraints that

are violated by l⋆. Let lhsI ′(l
⋆) be the numerical value of expres-

sion ϵ ′
I ′
− |I ′| of Constraint (15) applied to l⋆, for the respective

subset I ′ ⊆ I .

Input: I ; Ix , lhsI ′(l
⋆) ∀x ∈ I ; l⋆; δ ∈ R.

Ω3 ← ∅;

for x ∈ I do
I ′ ← {x};

lhs0 ← −∞;

Update← FALSE;

while I ′ , Ix ∪ {x} do
y∗ ← −1;

lhs∗← −∞;

for y ∈ Ix \ I
′ do

I ′ ← I ′ ∪ {y};

if lhsI ′(l
⋆) ≥ 1 + δ then

Ω3 = Ω3 ∪ {lhsI ′(l) ≤ 1};

Update← TRUE;

Exit the current loop;
if lhsI ′(l

⋆) > lhs∗ then
lhs∗← lhsI ′(l

⋆);

y∗ ← y;
I ′ ← I ′ \ {y};

if Update = TRUE then
Exit the current loop;

if lhs∗ > lhs0 then
lhs0← lhs∗;

else
Exit the current loop;

I ′← I ′ ∪ {y∗};
Return Ω3 ;

Algorithm 2: Separation Heuristic for Family 3.

The heuristic algorithm proposed for the separation problem

of Family 4 is similar to that of Family 3. The only difference is

in the function lhsI ′(l
⋆), which, in this case, is based on Con-

straint (15). In addition, instead of the exact value of TPT I ′

min, a

lower bound is used for that value. The lower bound used is pro-

vided by Corollary 4.1, which follows from the results proposed

in [4].

Corollary 4.1. For every subset I ′ ⊆ I , the shortest total time

required to perform all jobs of I ′, that is TPT I ′

min , is such that

T PT I ′

min ≥
∑
x∈I ′

Px +max

( ∑
x∈I ′

min
y∈I ′\{x }

Syx −max
x∈I ′

min
y∈I ′\{x }

Syx ,

∑
x∈I ′

min
y∈I ′\{x }

Sxy −max
x∈I ′

min
y∈I ′\{x }

Sxy

)
.

4.5 Separation Algorithm for Family 5

The separation of Family 5 is solved exactly.

The proposed algorithm for the separation problem of Family

5 is detailed in Algorithm 3. Ω5 represents the set of constraints

violated by l⋆ found by this algorithm.

5 COMPUTATIONAL RESULTS

This Section presents the computational results obtained with

the time-indexed formulation for the SMSPETP presented in Sec-

tion 2, as well as with the different families of constraints pro-

posed in Section 3. The separation algorithms described in Sec-

tion 4 are used in a cutting plane framework in order to experi-

ment how much they enable to improve the linear relaxation.

Themathematical formulationswere implemented and solved

through the C++ Concert Technology tool and the IBM ILOG

CPLEX Optimization Studio 12.6.2 solver. The separation heuris-

tics used for testing the proposed families of constraints were
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Input: I ; sLBx , sUB
x ∀x ∈ I ; l⋆; δ ∈ R.

Ω5 ← ∅;

for x ∈ I do

for y ∈ I \ {x} do

for h = max(sLBx , s
LB
y ), max(sLBx , s

LB
y ) +

1, · · · , min(sUB
x , s

LB
y + Py + Syx − 1) do

if
∑sUB

y

k=h+Px+Sxy
l⋆
yk
≤ l⋆

xh
− δ then

Ω5 = Ω5 ∪
{∑sUB

y

k=h+Px+Sxy
lyk ≥ lxh

}
;

Return Ω5;

Algorithm 3: Separation Algorithm for Family 5.

also implemented in C++ language. The experiments were re-

alized on a computer Intel® Xeon(R) CPU E5620 @ 2.40GHz ×

16, with 48 GB of RAM and CentOS Linux 7 operation system.

CPLEX was configured to use only one thread and the other pa-

rameters were not changed. In addition, the algorithms were not

optimized for multiprocessing.

A set of instances of [5], involving up to 20 jobs and satisfying

the triangle inequality, was used in order to test the proposed

formulations. This set contains 16 instances of each value of n.

For each job x ∈ I , the bounds sUB
x and sLBx used for determining

the parameter values of each mathematical formulation are the

same than in [4].

The cutting-plane algorithm described in Algorithm 4 was

used in order to obtain lower bounds to the SMSPETP. The strat-

egy that was used is based on the Variable Neighborhood De-

scent – VND [2] procedure. It uses a subsequencing ofm sepa-

ration algorithms proposed in Section 4, where 1 ≤ m ≤ 5,.

PPM ← PPM0;

l⋆ ← solution of PPM;

δ ← 0.8;

while δ ≥ 0.1 do
i ← 1;

while i ≤ m do
Solve the separation problem related to the i-th

family of constraints for l⋆ and δ ;

if there are constraints that are violated by l⋆

then
Add these constraints to the current PPM ;

l⋆← solution of the current PPM ;

Eliminate from the current PPM the

constraints satisfied by l⋆ with non-zero

slack;

i ← 1;
else

i ← i + 1;
δ ← δ ÷ 2;

Return l⋆;

Algorithm 4: Lower Bound obtained withm families of

constraints.

In Algorithm 4, the initial PPM is provided by the PPM0 for-
mulation, defined by Equations (16)–(18).

(PPM0) min
∑
x∈I

∑
h∈Hx

дx (h) · lxh (16)

s.t.
∑
h∈Hx

lxh = 1 ∀ x ∈ I (17)

lxh ∈ [0, 1] ∀x ∈ I and ∀h ∈ Hx (18)

Equation (16) represents the objective function of SMSPETP.

Constraints (17) ensure that each job must be executed once.
Given an instance of the problem, the gap of a given lower

bound LB with respect to a given integer solution value f ⋆ is
determined by Equation (19):

дap =
f ⋆ − LB

f ⋆
× 100. (19)

The lower the value of the gap, the better the lower bound LB

is. We consider the best integer solutions from [5] to compute

the gaps.

The results are reported in Table 1. In this table, the first col-

umn indicates the number of jobs of each set consisting of 16

instances. Columns “TIF” present the results using the linear

relaxation of the proposed time-indexed formulation. Columns

“Family 1”, “Family 2”, . . . , “Family 5” report the results by apply-

ing Algorithm 4 with the corresponding separation algorithm.

Columns “Family 1–5” show the results by applying the Algo-

rithm 4 with the five proposed separation algorithms in this or-

der: Families 1, 2, 4, 3 and 5. For each set of instances, columns

“gap” and “time” show, respectively, the average gap of the lower

bounds (in %) and the average time, in seconds, required for each

strategy over the 16 corresponding instances.

According to Table 1, the smallest average gaps obtained with

only one family of constraints are Family 1, followed by Families

2, 4, 3 and 5, in this order (this justifies the choice of this sequence

of separation algorithms when using all the constraint families).

The difference between the average gaps of the lower bounds ob-

tained with Family 1 and the average gaps obtained with Family

2 is relevant. The same happens with the difference between the

average gaps of the lower bounds constructed with Families 2

and 4. The larger average times were also observed when using

Family 1, followed by the average times required with Family 2.

The average times required by Families 3, 4 and 5 were less than

2 seconds. However, the average gaps of the lower bounds con-

structed with these families of constraints were greater than or

equal to 72.00 %.

Also according to Table 1, the average times required to ob-

tain the lower bounds with the Families 1–5 were always higher

than the average time required for solving the linear relaxation

of the TIF formulation. However, the average gaps of the lower

bounds resulting from the application of Algorithm 4 are sig-

nificantly lower than the average gaps obtained with linear re-

laxation. The lower gaps of the average gaps obtained with the

linear relaxations of the TIF formulation are greater than 37%,

while the average gaps obtained by Families 1–5 are less than

6%. The average gap of the lower bounds obtained with the fam-

ilies 1–5 for the instances with 6 jobs are null, that is, the Algo-

rithm 4 has found the optimal whole solutions of these problems.

Although it is not shown in Table 1, the Algorithm 4 has found

the optimal integer solutions of a total of 87 instances, among

them an instance with 20 jobs.

6 CONCLUSIONS

In this work a time-indexed formulation, named TIF, for solving

the Single Machine Scheduling Problem with distinct time win-

dows and sequence-dependent setup times (SMSPETP) is pro-

posed. Five new families of valid constraints for time-indexed

formulations as well as separation algorithms for these families

are also introduced.
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Table 1: Results obtained when applying the Algorithm 1 in the instances.

TIF Family 1 Family 2 Family 3 Family 4 Family 5 Families 1-5

n gap time gap time gap time gap time gap time gap time gap time

(%) (s) (%) (s) (%) (s) (%) (s) (%) (s) (%) (s) (%) (s)

06 37.85 0.25 0.06 0.68 1.59 1.49 84.90 0.06 72.00 0.08 87.83 0.08 0.00 0.65

07 49.03 0.47 0.17 2.95 4.26 5.31 83.77 0.10 74.81 0.10 87.87 0.09 0.02 2.79

08 55.46 0.67 0.44 7.08 8.26 7.86 83.07 0.11 73.74 0.09 86.03 0.12 0.24 7.15

09 56.69 1.01 1.58 14.70 13.01 11.51 89.06 0.13 80.10 0.13 91.92 0.14 1.29 14.88

10 58.47 1.82 0.87 25.63 9.34 27.92 90.86 0.20 82.12 0.18 92.29 0.20 0.46 26.66

11 64.28 2.17 2.60 47.07 14.72 39.07 92.97 0.25 85.59 0.25 94.44 0.27 1.90 50.40

12 68.74 2.83 3.26 77.21 18.58 55.36 89.98 0.39 81.83 0.36 92.37 0.38 2.21 89.28

13 63.79 3.66 3.25 83.64 22.02 54.27 88.43 0.50 83.52 0.44 90.95 0.48 2.80 94.84

14 64.79 6.12 2.16 153.44 17.84 94.49 91.16 0.58 85.64 0.56 92.87 0.57 1.71 171.17

15 70.10 7.35 4.20 195.47 24.44 127.44 91.35 0.81 87.23 0.82 93.87 0.84 3.18 231.52

16 71.55 8.41 5.42 362.04 25.90 187.69 90.84 0.71 87.15 0.74 92.87 0.82 4.94 372.63

17 73.08 11.43 5.24 415.57 26.62 253.60 90.91 0.97 86.98 1.06 92.56 1.07 4.88 470.41

18 69.07 15.26 4.22 516.20 24.91 279.38 92.66 1.26 88.95 1.33 93.84 1.44 3.92 578.00

19 71.70 16.32 4.23 726.58 25.83 397.62 92.51 1.61 89.85 1.63 94.06 1.70 3.79 829.96

20 74.54 23.81 6.34 887.28 26.65 558.24 93.51 1.79 90.08 1.86 94.87 1.99 5.89 1031.59

CPLEX solver was used to solve the linear relaxation of the

proposedmathematical formulation applied to instances with up

to 20 jobs.

The main contribution of this work is the proposition of five

families of valid constraints for SMSPETP formulations based

on time-indexed variables. The proposed separation heuristics

for these families were also used to obtain lower bounds for in-

stances with up to 20 jobs. The lower bounds obtainedwith these

heuristics are significantly better than those obtained with the

linear relaxation of the mathematical formulation presented in

this work. Although the times required to generate such lower

bounds are greater than those required by CPLEX to solve linear

relaxation, the lower bounds obtained are close, or even equal,

to the values of the optimal integer solutions.

It is important to note that the valid constraints proposed for

the time-indexed SMSPETP formulations can also be used in

many other types of scheduling problems involving sequence-

dependent setup times.
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ABSTRACT

This paper addresses supports for evolving design demands of
electricity low voltage networks in urban areas. Innovations in
how electricity is generated and supplied are required to support
transformation of energy systems in response to climate change.
We describe a MIP model to support grid upgrade decisions in
the context of an energy community in an existing urban setting.
We evaluate the MIP model on an adaption of an IEEE radial
network benchmark instance augmented with geographic data.
We present interesting computational results which suggest ad-
ditional arcs to be added. Our results highlight potential research
opportunities for the network optimisation community to facil-
itate the desired energy systems transformation challenge.

1 INTRODUCTION

Themethods of electrical energy production and distribution are
changing in response to climate change concerns and as tech-
nological innovations create new opportunities. Consumers can
now generate electricity through rooftop photovoltaic (PV) pan-
els, and small rooftop wind turbines [2]. End-users equipped
with renewable energy generation are turning pro-active in the
distribution system and becoming a so called “prosumer”. In fu-
ture electricity distribution models, any member of the network
could potentially generate electricity. We consider the context of
an energy community, a geographically close grouping in an ur-
ban setting, who wish to collaborate together to share electricity
in their local area.

Many challenges and opportunities exist to achieving a trans-
formation of the energy system. In this paper we focus on the
problem of deciding how to upgrade an existing local low volt-
age network to facilitate the operation of the energy community.
We contribute a MIP formulation to determine which additional
edges could be added to upgrade a distribution system tree topol-
ogy to form a meshed topology.

We evaluate our model on a 37 node IEEE radial test feeder
system [7] under a number of scenarios. We augment the test
system with geographic information to create realistic renew-
able energy test instances. Our results show that the problem
becomes more challenging as more prosumers participate in the
energy community.

2 ENERGY SYSTEM TRANSFORMATION

The EU Commission’s “Clean Energy for All Europeans” pack-
age aims to drive a transformation of the energy system to en-
sure clean, secure and e�cient energy in response to the needs
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for climate change mitigation actions [4]. Demand for electric-
ity by an end user is currently managed in many jurisdictions
through their relationship with an electricity (energy) supplier.
Suppliers meet their own total needs by buying from a centrally
managed pool. Electricity generators sell the output of their plants
to the pool, the electricity can be generated by renewable sources
such as wind, or from fossil or nuclear fuels. The electricity is
transported from the generators’ sites over the transmission sys-
tem and �nally over the distribution system to the end-users
buildings. Approximately 8 - 15% of the power generated is lost
through heat loss during transport and distribution This moti-
vates the desire to locate generation nearer to demand sites. The
move to more sustainable practices further motivates the focus
on increasing the use of Renewable Energy Sources (RES), and
decreasing the reliance on fossil and nuclear fuels.

The future decentralised distribution networkwill be required
to facilitate new market practices where certain end-users be-
come electricity generators. Therefore if formerly all the end-
users were consumers, now some of them are becoming pro-
sumers. One concept being explored is that of an energy collec-
tive to allow participants a more proactive role in power system
operation. An energy collective can be viewed as a community-
based electricity market structure where prosumers are allowed
to share energy at community level [9]. Prosumers may generate
more electricity than their needs at some times and may wish to
make their excess electricity available to either to their supplier,
or in this case, to the local energy community network. At other
times they may be self satis�ed, or may not produce enough and
need to buy electricity from their supplier, or preferably to buy
the excess renewable electricity of their neighbours in the en-
ergy community network.

The connection topology of traditional centrally controlled
electricity grids are generally tree distribution networks. Fig-
ure 1 shows the IEEE 37 node radial test feeder topology. The
symbol adjacent to node 799 is a type of transformer which acts
as on/o� switch. The symbol between nodes 709 and 775 is a
transformer to control voltage levels. We have added a compass
rose to show how we interpret the direction orientation of the
test network.

As community energy collectives evolve, upgrade of the local
low voltage distribution network may be warranted. The evolu-
tion of electricity grid tree topologiesmirrors that of telecommu-
nications networks, when connectivity constraints were added
to meet reliability concerns. In turn ring bounds can be consid-
ered to limit �ow (and loss) in network cycles [3, 6]. Many of
the (telecommunications) network design models and solution
techniques are transferable to address the needs of smart grid
topology design. Similar ideas in adapting network topology de-
sign models are used in wind farm cabling problems in [5].

An additional challenge to understanding the requirements of
future local electricity networks is the move toward the electri�-
cation of heat and transport in climate changemitigation actions.
These demands will push the demand for electricity upwards

 

 

ISBN 978-3-89318-079-0 on OpenProceedings, ISSN 2510-7437 49 DOI: 10.5441/002/inoc.2019.10

https://OpenProceedings.org/
https://OpenProceedings.org
http://dx.doi.org/10.5441/002/inoc.2019.10


Figure 1: IEEE 37 node radial test network.

and may require signi�cant network reinforcement. In contrast,
retro�tting of building with modern (thermo) e�cient materi-
als and the use of more e�cient white goods counter balance
somewhat to decrease electricity (and total energy) demand. Es-
timates of the uptake of RES further complicate estimates of fu-
ture network needs. An understanding of potential electricity
�ow in energy collectives will provide increased understanding
for transmission and distribution system operators.

3 SMART GRID LOW VOLTAGE UPGRADE
MIP MODEL

Consider an existent electricity low voltage distribution network
in an urban area modelled as G = (N ,A) for a set of n loca-
tions N = {1, . . . ,n} such that the topology is a tree rooted at a
substation n0. Electricity �ows according to the laws of physics
and can be controlled by controller devices. Historically electric-
ity �owed from the substation in response to consumer demand
so that graphs were considered to be directed. We make some
simplifying assumptions to handle nonlinear alternating current
�ow. Smart wire technology in development may make these as-
sumptions realistic in the near future [8].

Consider that the setN \n0 is partitioned into setsC of the end-
users who remain consumers and set P of the new prosumers.
Electricity can �ow from the prosumer back into the distribution
network without the need for additional arcs, the �ow can be
controlled and monitored by switching devices. Hence we can
assume the existent network is modelled by Ḡ = (N ,E)

We consider a time horizon T . Each end-user i ∈ N \ n0 con-
sumes a certain amount ECt

i
of energy at time t . We treat the

substation root node as a prosumer in the sense that they can
both provide and accept electricity. Each prosumer i ∈ P gener-
ates a certain amount EGt

i
of energy at time t . At each time t ,

the energy demand Qt
i for each consumer i ∈ C is Qt

i = −ECt
i .

At each time t , the energy demand Qt
i for each prosumer i ∈ P

isQt
i
= EGt

i
− ECt

i
.If this value is zero the prosumer is self satis-

�ed. IfQt
i
> 0 the prosumer has an excess of electricity and sells

electricity to the community network. If Qt
i < 0 the prosumer

has insu�cient electricity and buys electricity, preferably from
the community network but otherwise from their supplier.

We assume that the community network needs can be satis-
�ed. Therefore at each time, the substation node n0 either pro-
vides or accepts energy:∑

i ∈N \{n0 } Q
t
i < 0 or

∑
i ∈N \{n0 } Q

t
i > 0, respectively.

Set Qt
n0
=

∑
i ∈N \{n0 } Q

t
i . Set Q̄ = maxt ∈T

∑
i ∈N |Qt

i | to be
the maximum amount of electricity transported in any connec-
tion.

We take possible energy losses into account. The overall losses
between the substation and consumers can bemodelled by a per-
centage loss factor L ∈ [8, 15]%.

To obtain the MILP model consider the following decision
variables:

Topological binary integer variables xi j indicate whether the
arc (i, j) is selected to be included in the new decentralised net-
work. Flow variables yt

i j
indicate the amount of electricity trans-

ported from location i to location j at time t . Let the constants
ai j take value 1 if arc (i, j) ∈ E, meaning that it is already in-
stalled and belongs to the distribution network, or take value 0
if the arc (i, j) < E, it is not installed.

min
∑

(i, j)∈A

ci jxi j +
∑

t ∈T

∑

(i, j)∈A

yti j (1)

subject to
∑

i ∈N

(ai j + xi j ) ≥ 1 j ∈ C (2)

∑

i ∈N

(ai j + xi j ) ≥ 1, j ∈ P (3)

∑

i ∈N

(aji + xji ) ≥ 1, j ∈ P (4)

∑

i ∈N

yti j + (1 + L)Q
t
j =

∑

i ∈N

ytji , j ∈ N , t ∈ T (5)

yti j ≤ Q̄(ai j + xi j ), (i, j) ∈ A (6)

ai j + xi j + aji + xji ≤ 1, i, j ∈ N (7)

xi j ∈ {0, 1}, (i, j) ∈ A (8)

yti j ≥ 0, (i, j) ∈ A, i ∈ T (9)

Let ci j be the cost of installing additional arc ij ∈ A in the up-
grade network. Eq (1) is the objective function which minimises
the cost of additional edges in the upgrade as well as minimis-
ing the overall �ow of electricity. This will have the e�ect of
fostering �ow between geographically close neighbours, which
in turn reduces transmission losses. Inequality (2) ensures all
consumers are connected to the network to receive energy over
an existing arc, and possibly through an additional new arc. In-
equalities (3) and (4) ensure all prosumers are connected to the
network by an existing arc and possibly through an additional
new arc. Prosumers have the possibility of both receiving elec-
tricity, and of o�ering their excess to the network. Equalities (5)
are the �ow conservation constraints and take into account pos-
sible energy losses by a percentage factor L, 0.08 ≤ L ≤ 0.15.
Inequalities (6) are the variables linking constraints and limit
for a maximum �ow in any connection of the network. Inequal-
ities (7) say we do not install a new arc between two locations
if there is an existing link in the network, this means we restrict
to one the number of connections between any two locations.
Finally constraints (8) and (9) de�ne the variables domain.
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In addition, we can add clique inequalities for any subset of
consumers. For any clique of size three, C3 = {i, j,k} ⊆ C , the
following is valid:∑

{l,m }∈C3
(alm + xlm ) ≤ |C3 | − 1 = 2.

These inequalities say that for any clique Cc ⊂ C the num-
ber of connections is restricted to |Cc | − 1. Restricting the num-
ber of locations in the clique avoids cycles between any set of
consumers. The clique inequalities are inserted for subsets of
consumers where the existing arcs are su�cient to ensure the
energy �ow distribution. Recall that the existing topology is a
tree. New arcs are added to improve the energy �ow mainly for
prosumers that must have the opportunity to distribute their en-
ergy in the network. In the case of prosumers, a cycle is allowed
in the solution.

4 TEST INSTANCES AND SCENARIOS

We augment the IEEE 37 node test instances with geographic
information for two locations; Dublin, Ireland and Aveiro, Por-
tugal. We simply overlay the IEEE system on geographic maps
and extract GPS coordinates of the locations. This give us two
test instances where we can estimate distances between nodes
using the haversine formula as a proxy for ci j .

Dublin, Ireland lies at latitude 53.4◦C N and longitude 6.3◦C
W. It has a temperate climatewith pronounced variation between
the number of hours of daylight in winter and summer. Hence
the amount of electricity generated by PV per season is quite
variable [1]. In addition, the east-west orientation of some build-
ings o�ers less potential than those with southerly facing as-
pects.We evaluate two potential seasonal scenarios for theDublin
location; one in summer (with daylight hours 7.00 - 20.00), and
the other in winter (with daylight hours 9.00 - 16.00). We create
representative load pro�les for Dublin using data from the Retail
Market Design Service [10] allowing a proportion of the nodes
to act as prosumers. Sample pro�les are shown in Figure 2.

Figure 2: Reference Load Pro�les for Ireland.

We follow a similar approach for Aveiro located at 40.6◦C N
and 8.6◦CWand generate sample load pro�les informed by [11].
Aveiro o�ers more consistent daylight hours and sunlight than
Dublin, so we test just one reference load pro�le.

5 RESULTS AND ANALYSIS

The MIP model was implemented in Mosel and computational
tests were run using XpressMP 8.5 on a Dell 64 bit Windows 8
machine with Intel i5 3.2 GHz processor and 8GB of Ram. We
test the instances varying the estimated transmissions losses L,
and the proportion of prosumers in the community. We assume
a 2kW PV panel for each prosumer with generation during day-
light hours of diminishing output depending on the prosumer’s
orientation.

We performed computational experiments to assess the per-
formance of the compact model and the quality of the obtained
solutionswith andwithout the clique constraints for sets of three
consumers. The use of these valid inequalities greatly improves
the solution quality, but at a slight expense in computational
time. For example, for the instance Aveiro with L = 8% and
P = 25% theGap = (BestMIP − BestBound)/BestMIP improves
from 0.39 to 0.17. Therefore we use the IP model with the clique
valid inequalities for all sets of consumers of size three. We al-
lowed a maximum run time of 3 hours for the more challenging
instances.

Table 1 shows sample results. From left to right we show the
information about the problem instance (Name of the instance,
Loss percentage, Prosumers percentage), followed by details of
the IP model B&B search obtained for a time limit of three hours
(problem status, BestBound value corresponds to the best lower
bound obtained, BestMIP value corresponds to the best feasible
integer solution, the corresponding Gap value, the number of
the nodes in the B&B search procedure, the computational time
in seconds and the number of new arc �ows to be installed de-
termined by the best MIP solution).

Figure 3 shows sample solution topologies. Existing edges are
show in black, and proposed additional arcs in red. We see the
evolution from tree tomore resilient meshed networks. Figure 3a
shows the best solution found for Aveiro with 30% Prosumers,
and a loss factor of 15%. Figure 3b shows the best solution found
for Dublin with 25% Prosumers, and a loss factor of 8%.

We see that problem instances with a low percentage of pro-
sumers are solved to optimality in relatively short run times. As
the proportion of prosumers increases the test instances become
more di�cult to solve. There is an increase in the solution val-
ues as the loss factor increases. The initial LP relaxation is quite
weak. The DublinWinter instances are solved to optimality, and
re�ect the low availability of excess electricity from prosumers.
In contrast, the Aveiro and Dublin Summer instances are more
challenging problems when excess electricity from prosumers is
availably to satisfy consumers in the community, or to return to
the grid via the substation root node.

6 CONCLUSIONS

In this paper we have described a smart grid topology problem
which focuses on augmenting the grid topology in order to take
into account new demands as some energy consumers become
energy producers: prosumers. We propose a MIP model to aug-
ment the existent grid topology and identify which potential
arcs could be added to support new electricity �ows. The com-
putational results show that the run times are short when the
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(a) Aveiro, 30% Prosumers, loss 15%.

(b) Dublin, 25% Prosumers, loss 8%

Figure 3: Sample Smart Grid Solutions.52



Table 1: Smart Grid Computational Results

Name Loss% %Prosumer Status Bestbound BestMIP Gap Nodes Time (s) ♯New Flows

Aveiro 8 20 Optimum 2115 2115 0.00 1 69 2
Aveiro 15 20 Optimum 2219 2219 0.00 0 74 2
Aveiro 8 25 Un�nished 3575 4333 0.17 7548 10885 7
Aveiro 15 25 Un�nished 3673 4320 0.15 9271 10876 5
Aveiro 8 30 Un�nished 3927 5263 0.25 5532 10838 7
Aveiro 15 30 Un�nished 4034 4883 0.17 6700 11200 8

DublinSummer 8 20 Optimum 2305 2305 0.00 265 250 3
DublinSummer 15 20 Optimum 2416 2416 0.00 217 279 3
DublinSummer 8 25 Un�nished 3520 3983 0.12 16750 10836 8
DublinSummer 15 25 Un�nished 3592 4085 0.12 19103 10872 8
DublinSummer 8 30 Un�nished 3731 4367 0.15 14798 10982 13
DublinSummer 15 30 Un�nished 3813 4684 0.19 10216 11095 10
DublinWinter 8 20 Optimum 2994 2994 0.00 1157 956 3
DublinWinter 15 20 Optimum 3159 3159 0.00 2213 1223 3
DublinWinter 08 25 Optimum 4141 4141 0.00 1815 1579 7
DublinWinter 15 25 Optimum 4298 4298 0.00 1929 1786 7
DublinWinter 8 30 Optimum 4351 4351 0.00 3803 5025 8
DublinWinter 15 30 Optimum 4506 4506 0.00 5231 6291 8

percentage of prosumers and Loss factor are low. The problem
instances get harder as these parameter values are increased.

OurMIPmodel yields interesting results that could be used by
distribution system operators and energy collectives to explore
the potential of solar PV to meet RES targets and sustainabil-
ity objectives. Our models could be used to perform cost bene�t
analysis of upgrades, or to understand potential electricity ex-
change �ows in the network, and to understand where devices
to control and record the electricity �ows may need to be added.

There is potential for future work to improve the MIP model
with additional valid inequalities. Other variants of the model
could focus on rewarding prosumers with a higher price for ex-
cess electricity shared among the energy community, compared
with excess returned to the grid via the substation root node, or
alternatively new reverse arcs from prosumers to the substation
may not be considered. In our computational experiments, we
used a distance measure as a proxy for the arc installation costs
ci j in Eq (1), and no �nancial penalty or reward for �ows within
the community network. Further evaluation of the model could
test weightings and alternative costs of the objective function
components. In addition, since the arc installation costs substan-
tially exceed network �ow costs, a hierarchical model could pro-
vide a useful alternative to evaluate potential scenarios.

In our computational tests, we allowed a certain proportion of
the nodes to act as prosumers and assumed a 2kWpanel/prosumer.
In further testing we may choose to only allow those nodes with
high potential for solar PV to act as prosumers, i.e., those nodes
with south orwest facing orientations should be selected to serve
the energy community, rather than those with east-west orien-
tations, and decisions on the size of the PV panel could be con-
sidered. Such choices are of interest to policy makers and give
rise to questions on the social acceptance of energy community
designs.

Finally, as noted, the resulting meshed networks are more
resilient, but give rise to more complex management problems
such as those seen in works on bounded rings in telecommunica-
tions networks. A research agenda in the network optimisation
community to share and exploit its learnings on network design

and evolution could help advance the energy transformation and
provides many interesting research opportunities.
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ABSTRACT
Ideally, the network should be dynamically reconfigured as traffic

evolves. Unfortunately, even in SDN paradigm, network recon-

figurations cannot be too frequent due to a number of reasons

related to route stability, forwarding rules instantiation, individ-

ual flows dynamics, traffic monitoring overhead, etc.

In this paper, we focus on the fundamental problem of deciding

whether, when, and how to reconfigure the network during traf-

fic evolution. We consider a problem of optimizing semi-stable

routing in the capacitated multicommodity flow network when

one may use at most a given maximum number of routing con-

figurations (called clusters) and when each routing configuration

must be used for at least a given minimum amount of time.

We propose a solution method based on cluster generation

that provides a good lower bound on the minimum network delay

(i.e., the total of link delays) and scales well with the size of the

network.

1 INTRODUCTION
The dynamic nature of network traffic caused by daily fluctu-

ations is the origin of a crucial trade-off between routing opti-

mality and frequency of network reconfiguration. Nevertheless,

network operators have traditionally privileged routing stabil-

ity by resorting to approaches, like oblivious routing [1] and

robust routing [9, 15, 16], that apply static routing designs based

on“worst case” traffic conditions. This unavoidably creates over-

provisioning and suboptimal utilisation of network capacity.

Recently, Software-Defined Networking (SDN) has provided

tools for making online network reconfiguration a potentially

viable solution: dynamic routing reconfigurations can be applied

at the network devices to optimize performance as the traffic

evolves [4, 7, 8, 12]. However, reconfiguring the network too

frequently can in general affect its stability since reprogramming

flow rules can take longer than the reconfiguration period.

A group of hybrid approaches [2, 5, 13, 14, 17], often referred to

as semi-stable routing, have been recently proposed to combine

static and dynamic routing. Considering a limited set of routing

configurations, each designed and activated during specific time

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the

International Network Optimization Conference (INOC), June 12-14, 2019:

Distribution of this paper is permitted under the terms of the Creative Commons

license CC-by-nc-nd 4.0.

intervals, allows for reducing the penalty of using the “worst

case” traffic conditions, and, simultaneously, for controlling the

reconfiguration frequency. As a result, the optimization problem

of selecting a sequence of routing configurations, and timepoints

when the consecutive routing configurations must be activated,

arises.

In this paper we consider the problem of optimizing routing in

the capacitated multicommodity flow network, in which demand

volumes change periodically over an ordered set of timepoints.

Following the semi-stable routing approach, we analyse a specific

version of the problem where one may use at most a given maxi-

mum number of routing configurations and where each routing

configuration must be used for at least a given minimum num-

ber of consecutive timepoints, in order to meet the maximum

network reconfiguration frequency constraint. Referring to a set

of consecutive timepoints as a (timepoint) cluster, we name this

problem the semi-stable routing cluster design problem (SSR-

CDP). In SSRCDP the optimization objective is to minimize the

network delay, i.e., the sum of timepoint delays (over all time-

points) where for a single timepoint its delay is defined as the

sum of the link delays. Although we have chosen the delay met-

ric, the solution method we propose is general enough to cope

with other types of the congestion metric.

The works on semi-stable routing available in the literature

usually exhibit one of the following limitations: (i) they ignore the

time domain by not providing any limit on the reconfiguration

rate [2, 14, 17], (ii) the number of created clusters is limited and

reconfiguration timepoints are arbitrary [2, 5]. Other semi-stable

approaches have more recently been proposed to overcome these

limitations [3, 11]. In particular, the techniques presented there

compute a set of routing configurations that can be combined

together to generate a routing configuration for a new traffic

realization. However, combining multiple configurations may

generate a large number of paths and flow split ratios that might

not be feasible to handle by network devices.

For SSRCDP we propose a solution method based on cluster

generation that delivers provably near-optimal solutions, i.e.,

it also provides a good lower bound of the network delay. In

addition, this method scales well with the size of the network

and can be effectively applied to networks of large sizes. The

problem formulation, the solution method, and an illustrative

realistic numerical example are presented below.
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2 PROBLEM FORMULATION
The notation used in the paper, summarized in Table 1, is as

follows. Let the capacitated multicommodity flow network be

modeled with a graph G = (V, E,D), where V is the set of

nodes and E is the set of (directed) links (where c(e) ≥ 0, e ∈ E,
is the capacity of link e). D is the set of (directed) demands,

where o(d), t(d), d ∈ D, are the originating and terminating

node, respectively, of demand d . Next, let P(d) be a given set

of (routing) paths in graph G that are admissible for demand

d, d ∈ D, (each path p ∈ P(d) connects the demand’s origin

o(d) with its termination t(d)). (Below, P will denote the set of

all admissible paths, i.e., P :=
⋃
d ∈D P(d).) Additionally, let

Q(e,d) ⊆ P(d), e ∈ E,d ∈ D, denote the set of admissible paths

of demand d that use link e . Finally, let T := {0, 1, . . . ,T − 1} be
the set of consecutive timepoints, and let h(d, t) ≥ 0, d ∈ D, t ∈
T , be the volume of demand d to be realized at timepoint t .

We assume that a routing configuration is defined by vector

x := (xdp )d ∈D,p∈P(d ), where xdp is the fraction (i.e., xdp ∈
[0, 1]) of the volume of demand d that is assigned to path p. The
following condition must thus hold:∑

p∈P(d ) xdp = 1 d ∈ D . (1)

Then, if routing configuration x is used at timepoint t ∈ T , the
utilizationwt

e (x) of link e at t is defined as:

wt
e (x) :=

1

c(e)
∑
p∈Q(e ,d ) h(d, t)xdp e ∈ E . (2)

Note that the quantity

∑
p∈Q(e ,d ) h(d, t)xdp in the right-hand

side of definition (2) expresses the load of link e at timepoint

t . Further, let F : [0,+∞) → [0,+∞) be an increasing convex

piece-wise linear function with F (0) = 0. We will call F (w) the
delay function (see [6, 10]) as it is supposed to measure the packet

delay on a link for a given link utilizationw . Finally, the quantity

zt (x) :=
∑
e ∈E F (w

t
e (x)) (3)

will be called the timepoint delay at timepoint t .
We may now introduce the notion of a cluster C(t, l) with pa-

rameters t (timepoint in which the cluster starts) and l (length of

the cluster). Namely, C(t, l) is the set of l consecutive timepoints

that starts at timepoint t . Hence, C(t, l) := {t, t ⊕1, . . . , t ⊕(l−1)},
where ⊕ denotes addition modulo T (i.e., the timepoints are

counted modulo T ). For a given cluster C = C(t, l), let t(C) = t
and l(C) = l denote, respectively, the start and the length of C.

Suppose that the same routing configuration (denoted by

x(C) = (x(C)dp )d ∈D,p∈P(d )) is used for all timepoints of cluster

C. Then, we will call C a (stable) routing cluster. For a routing
cluster C and a given routing configuration x , the quantity

z(C, x) :=
∑
t ∈C z

t (x) (4)

will be referred to as cluster delay (of cluster C under routing con-

figuration x ). The minimum cluster delay (i.e., the value of z(C, x)
minimized over all routing configurations x will be denoted by

Z (C).
The semi-stable routing cluster design problem (SSRCDP) we

consider is this: given G, P, D, T , and a pair of positive integer

numbers N ≤ T and L ≤ T , find a partition R of the set of time-

points T into at most N (non-empty) routing clusters, each of

length at least L (i.e., |R | ≥ L, R ∈ R), and find a routing configu-

ration x(R) for each routing cluster R ∈ R, so as to minimize the

network delay Z (R) :=
∑
R∈R Z (R). In the following, the min-

imum value of the total maximal network utilization resulting

from SSRCDP will be denoted by Z ∗. Note that the assumptions

on N , L,T imply that N ≤ T
L , and hence N ≤ ⌊TL ⌋.

3 SOLUTION METHOD
3.1 The fixed partition subcase
We start with the following observation. If the sets forming a

partition R of set T were given and fixed, SSRCDP would reduce

to finding a routing configuration x(R)minimizingZ (R) for each
cluster R ∈ R, and this could be done independently for each

cluster. Thus, we first analyse the problem of finding an optimal

routing configuration for a given cluster. We aim, in particular,

at deriving some properties that can be useful in formulating and

solving the original semi-stable routing cluster design problem.

Finding an optimal routing configuration for a given set of

(not necessarily consecutive) timepointsU ⊆ T is identical to

a well-known problem of finding an optimal routing configura-

tion for a given set of traffic matrices. Such a routing problem
(denoted by RP(U)) consists in finding a single routing config-

uration x(U) that minimizes the sum of timepoint delays overU:

Problem RP(U)

Z (U) = min

∑
t ∈U

( ∑
e ∈E z

t
e
)

(5a)∑
p∈P(d ) xdp = 1 d ∈ D (5b)

wt
e ≥

1

c(e)
∑
p∈Q(e ,d ) h(d, t)xdp t ∈ U, e ∈ E (5c)

zte ≥ a(k)wt
e + b(k) t ∈ U, e ∈ E, k ∈ K (5d)

xdp ∈ [0, 1] d ∈ D, p ∈ P(d) (5e)

zte ,w
t
e ∈ R t ∈ U, e ∈ E . (5f)

Above, variables xdp , d ∈ D, p ∈ P(d), define a routing

configuration x(U) common for all timepoints inU, variables

wt
e , t ∈ U, e ∈ E, express link utilizations at the timepoints inU,

and variables zte , t ∈ U, e ∈ E, specify the corresponding link

delays. In (5d), parameters a(k),b(k), k ∈ K := {1, 2, . . . ,K}, de-
fine the delay function F (z) := max{a(k)z+b(k) : k ∈ K}, where
b(1) = 0 > b(2) > . . . > b(K), 0 < a(1) < a(2) < . . . < a(K).

Note that RP(U) is a linear programming (LP) problem in a

non-compact formulation that can be easily solved to optimality

(even for large networks) using the column (path) generation

approach based on a shortest path algorithm: to generate a new

pathp ∈ P(d) for demandd ∈ D and price out a new variablexdp
one has to find a shortest path in graph G between the end nodes

of d , with the costs of links equal to
1

c(e)
∑
t ∈U h(d, t)π te , e ∈ E,

where π te are optimal dual variables associated with constraint

(5c). A path is added to the problem if its cost is less than λd –

optimal dual variable associated with constraint (5b). Observe

that RP(U) can alternatively be formulated as an LP problem

in a compact way, using the node-link notation with link flows

(instead of path flows) that does not require column generation.

We end this section with the following observation.

Remark 1. For any two sets U ′,U such that U ′ ⊆ U ⊆ T ,
the inequality

Z (U ′) ≤
∑
t ∈U′ z

t (x∗(U)) (6)

holds, where x∗(U) and is the optimal routing configuration re-
sulting from RP(U), and zt (x∗(U)), t ∈ U, are defined by (2).
The reason is that if Z (U ′) would be larger than

∑
t ∈U zt (x∗(U)),

then the routing configuration x∗(U), when applied toU ′, would
decrease the value of Z (U ′). Clearly, whenU = U ′ then the right
hand side of (6) is equal to Z (U ′).
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Table 1: Notation

Notation Description

G = (V, E, D) network graph, V – set of nodes, E – set of (directed) links, D – set of (directed) demands

T = {0, 1, . . . ,T − 1} set of timepoints

c(e) capacity of link e (e ∈ E)
h(d , t ) volume of demand d to be realized in timepoint t (d ∈ D, t ∈ T)
o(d ), t (d ) originating node and terminating node, respectively, of demand d ∈ D
P(d) set of admissible (routing) paths for demand d ∈ D
Q(e , d ) set of paths in P(d ) that contain link e (e ∈ E, d ∈ D)

P =
⋃
d∈D P(d ) set of all admissible paths

x = (xdp )d∈D,p∈P(d ) routing configuration (vector of path flows)

w t
e (x ), F (w

t
e (x )) utilization of link e at timepoint t and the corresponding delay

zt (x ) timepoint delay (sum of link delays at timepoint t ∈ T) implied by routing configuration x
C (routing) clusters composed of timepoints

t (C), l (C) starting timepoint and length (respectively) of cluster C (t (C) ∈ T, l (C) ∈ {1, 2, . . . ,T })
C(t , l ) cluster with t (C) = t , l (C) = l , C(t , l ) = {t , t ⊕ 1, . . . , t ⊕ (l − 1)} (⊕ denotes addition modulo T )
C family of (routing) clusters (C ∈ C )

x (C) routing configuration used in routing cluster C

z(C, x ) =
∑
t∈C zt (x ) cluster delay for cluster C with routing configuration x

Z (C) cluster delay of C minimized over all routing configurations x (Z (C) is a solution of RP(C))

Z (C |∞) =
∑
t∈C Z ({t }) a lower bound for Z (C)

R family of routing clusters forming a partition of the set of timepoints T into at most N
(1 ≤ N ≤ T

L ) routing clusters, each of length at least L ( |R | ≥ L, R ∈ R)

z(R) =
∑
R∈R z(R, x (R)) network delay for partition R (with routing configurations x (R), R ∈ R)

Z (R) =
∑
R∈R Z (R) minimum network delay for partition R

SSRCDP semi-stable routing design problem

Z ∗ minimum of Z (R) over all partitions R (Z ∗ is the optimal solution value of SSRCDP)

RP(U) routing problem for U ⊆ T (finding routing configuration realizing Z (U))
APP(C ) approximative partitioning problem using control cluster family C
R(C ) family of routing clusters solving APP(C )

Y (C ) minimum objective value of APP(C ) (lower bound for SSRCDP)

CGA cluster generation algorithm

B, Z+, R+ B = {0, 1}, Z+ = {0, 1 . . . }, R+ non-negative real numbers

3.2 Approximation problem
The suboptimal approach to SSRCDP presented below consists

in formulating an optimization problem that determines a sub-

optimal partition of the set of timepoints T into a family R of

clusters, where for each R ∈ R, an optimal routing configuration

x∗(R) will then be found by solving problem RP(R).

Let ut (t ∈ T ) be a binary variable that equals 1 if, and only

if, t is a start of a routing cluster, and 0 otherwise, and let yt

(t ∈ T ) be a continuous variable that approximates (from below)

the minimum timepoint delay at t . Let C be a fixed subfamily

of the family of all timepoint clusters (below the family C will

be called a control family of control clusters), and let Z (C|∞) :=∑
t ∈C Z ({t}) for each C ∈ C .

The approximate partitioning problem APP(C ) of finding a

partition R of the set of timepoints T into routing clusters that

minimizes the approximated network delay is as follows:

Problem APP(C )

Y (C ) = min

∑
t ∈T y

t
(7a)∑

t ∈T u
t ≤ N (7b)∑

0≤k≤L−1 u
t ⊕k ≤ 1 t ∈ T (7c)

U C=
∑
1≤k<l (C) u

t (C)⊕k C ∈ C (7d)

Y C=
∑
t ∈C y

t C ∈ C (7e)

yt ≥ Z ({t}) t ∈ T (7f)

Y C ≥ Z (C) +
(
Z (C|∞) − Z (C)

)
·U C C ∈ C (7g)

ut ∈ B, yt ∈ R+ t ∈ T (7h)

U C ∈ Z+, Y
C ∈ R+ C ∈ C . (7i)

Constraints (7b) and (7c) guarantee that each feasible binary

vector u := (ut )t ∈T specifies a partition of the set of timepoints

T which contains at most N clusters, each of length at least L.
Let us denote such a partition by R. Then, constraint (7d) defines

integer variables U C that specify with how many clusters in

family R a given cluster C from family C intersects. Note that

whenU C = 0 then C intersects with only one cluster in R, when

U C = 1 then C intersects with exactly two clusters in R, and so

on. Additionally, constraint (7e) defines an approximated cluster

delay for each control cluster C.

Constraints (7f) and (7g) specify two kinds of valid inequalities,
i.e., inequalities that are satisfied by the maximal link utilizations

zt (x(R)), R ∈ R, t ∈ R, determined (through definition (3)) by

any partition R and any set of routing configurations x(R), R ∈
R (satisfying condition (1)).

The inequality in constraint (7f) holds since Z ({t}), as the
optimal solution of RP({t}), provides the absolute lower bound
on the timepoint delay for any given t ∈ T . Thus, (7f) is a valid
inequality. Note also, that (7f) implies that

∑
t ∈C y

t ≥ Z (C|∞).
Now observe that the right hand side of inequality in (7g)

defines an affine function of variableU C (defined by (7d)). Let us

denote this function by A. Since Z (C) ≥ Z (C|∞) (by definition

of Z (C|∞)), function A is non-increasing, and in fact strictly

decreasing whenZ (C) > Z (C|∞). SinceA(0) = Z (C), forU C = 0

the inequality in (7g) reduces to

∑
t ∈C y

t ≥ Z (C). Moreover,

conditionU C = 0means that C ⊆ R for some R ∈ R, and hence,
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by Remark 1, implies inequality

∑
t ∈C z

t (x(R)) ≥ Z (C). This

means that forU C = 0 the inequality in (7g) is valid.

Next, since A(1) = Z (C|∞), for U C = 1, inequality in (7g)

reduces to

∑
t ∈C y

t ≥ Z (C|∞), which, as mentioned above, is

already implied by (7f). This means that in this case (7g) is valid

as well. Moreover, since A is non-increasing, A(U ) ≤ A(1) for

U > 1 and this means that (7g) is valid for allU C > 1. Thus, (7g)

is valid for all possible values ofU C , and this finally implies that

APP(C ) is a relaxation of SSRCDP so that its optimal solution

value Y (C ) is a lower bound for the minimum network delay Z ∗.
Observe that the reason for using the particular form of the

inequality in (7g) is that it is stronger than inequality∑
t ∈C y

t ≥ Z (C)
(
1 −U C

)
C ∈ C (8)

as far as the linear relaxation of APP(C ) is concerned.

In order to find a (suboptimal) solution of SSRCDP we can

first solve APP(C ) for a given control family C , for example for

the family of all clusters with length not greater than L. Then,
we can solve the routing problem RP(R) for each R ∈ R(C ),
where R(C ) denotes the partition of T resulting from solving

APP(C ), and determine Z (R(C )), i.e., the minimum of the net-

work delay for partition R(C ). An issue is, however, how to find

a way for extending the current family C in order to decrease

the so obtained Z (R(C )). The following three basic properties
of formulation APP(C ) will help to resolve this issue.

Property 1. Let C be an arbitrary family o clusters for the set
of timepoints T . For any partition R of T into at most N routing
clusters with length at least L each, there exists a feasible solution
u = (ut )t ∈T ,y = (y

t )t ∈T of problem APP(C ) that defines the
partition R and such that for each R ∈ R, yt = zt (x(R)), t ∈ R,
i.e., yt is equal to the timepoint delay at t implied by the routing
scheme x(R) of the routing cluster R.

Proof. For each t ∈ T we put ut = 1 if t = t(R) for some

R ∈ R; otherwise, we put ut = 0. Clearly, the so obtained vector

u satisfies constraints (7b), (7c) and uniquely defines the partition

R. Also, the vector y specified in the thesis of the proposition

is feasible for APP(C ) since, as explained above, inequalities (7f)

and (7g) are valid for any routing family R in question. �

Property 2. Let R(C ) be the family of clusters determined by
an optimal solution of APP(C ), i.e., by u∗. Then,

Y (C ) ≤ Z ∗ ≤ Z (R(C )), (9)

where Y (C ) =
∑
t ∈T y

t∗ is the optimal objective of APP(C ), Z ∗ is
the optimal objective of SSRCDP (i.e, the minimum network delay),
and Z (R(C )) =

∑
R∈R(C )) Z (R).

Proof. Inequality Y (C ) ≤ Z ∗ holds because APP(C ) is a re-

laxation of SSRCDP. The second inequality (Z ∗ ≤ Z (R(C )) holds
because partition R(C ) with optimized clusters’ routing config-

urations is a feasible solution of SSDRP. �

Property 3. Let R(C ) denote an optimal partition resulting
fromAPP(C ) and suppose thatR(C ) is a subset ofC . ThenZ (R(C ))
is an optimal solution of SSRCDP.

Proof. Consider the vectorsu,y defined for partitionR(C ) as
in Proposition 1, where x(R) is a routing configuration optimized

for each routing cluster R ∈ R(C ) by means of RP(R). By Propo-

sition 1, the solutionu,y is feasible for APP(C ). We will show that

it is also optimal. Consider an arbitrary routing clusterR ∈ R(C )
and note that among the inequalities in (7g) that involve vari-

ables yt , t ∈ R, the one corresponding to C = R is satisfied

tightly since, by assumption,

∑
t ∈R y

t = Z (R). Since for each
C′ ⊂ R (whether or not C′ is in C ), the inequality

∑
t ∈C′ y

t ≥

Z (C′) holds (by Remark 1), we conclude that vector y is optimal

for APP(C ), and hence Y (C ) =
∑
t ∈T y

t =
∑
R∈R

∑
t ∈R y

t =∑
R∈R Z (R). Thus, by (9), Z (R(C )) = Z ∗. �

3.3 Cluster generation algorithm
The above properties suggest the following algorithm for solving

SSRCDP.

CGA: cluster generation algorithm
Step 0: Specify an initial family of clusters C .

Step 1: Solve APP(C ) to obtain R(C ) and Y (C ). Compute

Z (R(C )) by solving RP(R) for each R ∈ R(C ).

Step 2: If R(C ) ⊆ C or
Z (R(C ))−Y (C )

Y (C ) ≤ ε then stop:

R(C ) is suboptimal (or even optimal) family of routing

clusters solving SSRCDP (where for each R ∈ R its rout-

ing is optimized by RP(R)).

Step 3: C ← C ∪R(C ) and go to Step 1.

If in Step 2 the condition R(C ) ⊆ C is fulfilled then the routing

family R(C ) delivered by CGA is optimal and Z (R(C )) is the

optimal objective value. The same is true when
Z (R(C ))−Y (C )

Y (C )
equals 0. Clearly, the delivered family can be optimal even when

R(C ) \C , ∅ and Z (R(C ))−Y (C )
Y (C ) > 0 as in this case the optimal-

ity will be proven in the next CGA iteration.

Finally observe that CGA will stop even if ε = 0 is assumed

(and then return an optimal partition R(C ) for SSRCDP) in a

finite number of steps, because the number of all clusters is finite.

This, however, can take an excessive computation time.

3.4 An efficient heuristic
In this section we describe a heuristic consisting in solving only

one iteration of the CGA algorithm but using a modified version

of APP(C ). Consider a partition R defined by a binary vector

u = (ut )t ∈T feasible for APP(C ), i.e., fulfilling (7b) and (7c).

Property 4. Let C = C(τ , l) be a control cluster with l ≥ 2

that has a non-empty intersection with exactly two (neighboring)
clusters from R (i.e., U C = 1). Let us also define the following
quantity:

Z (C|1) := min
1≤k≤l−1

{
Z (C(τ ,k)) + Z (C(τ ⊕ k, l − k))}. (10)

Then the inequality ∑
t ∈C y

t ≥ Z (C|1) (11)

is valid.

Proof. Suppose that C ⊆ R ′∪R ′′, where R ′ and R ′′ are two

neighboring (and disjoint) clusters from family R specified by u.
Then C = C(τ ,k)∪C(τ ⊕k, l−k) for some 1 ≤ k ≤ l−1. Let C′ =
C(τ ,k) ∩ R ′ and C′′ = C(τ ⊕ k, l − k) ∩ R ′′. Since, by Remark 1,

Z (C′) ≤
∑
t ∈C′ z

t (x∗(R ′)) and Z (C′′) ≤
∑
t ∈C′′ z

t (x∗(R ′′)).
Thus,

∑
t ∈C′ z

t (x∗(R ′))+
∑
t ∈C′′ z

t (x∗(R ′′)) ≥ Z (C′)+Z (C′′) ≥
Z (C|1), which shows that (11) is a valid inequality. Note that

when in an optimal solution of APP(C ), C′ = R ′ and C′′ = R ′′

and inequality (11) becomes tight. �

Clearly, forU C = 1, inequality (11) is tighter than the inequal-

ity implied by constraint (7g) (recall that Y C :=
∑
t ∈C y

t
) since

in general Z (C|1) > Z (C|∞) (see Remark 1). Thus, substituting

constraint (7g) in (7) with
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Y C ≥ Z (C) +
(
Z (C|1) − Z (C)

)
·U C C ∈ C (12)

will result in amodified version of APP(C ) (referred to asMAPP(C ))

with stronger linear relaxation than the original one.

Observe however, that forU C ≥ 2, inequality (12) is in general

not valid. For example, forU C = 2, the value of Z (C)+
(
Z (C|1)−

Z (C)
)
· 2 can be greater than the proper value given by the

following formula (analogous to (10)):

Z (C|2) := min
1≤k1<k2≤l−1,k2−k1≥L

{
Z (C(τ ,k1))+

+Z (C(τ ⊕ k1,k2 − k1)) + Z (C(τ ⊕ k2, l − k1 − k2))}.
(13)

It follows that MAPP(C ) is correct only when the control family

C is a subfamily of C (L + 1) – the family of all clusters of length

at most L + 1 – since only then it is guaranteed thatU C ≤ 1 for

all C ∈ C , and thus inequality in (12) is valid. Thus, the modified

problem cannot be used in the CGA algorithm, as in general the

family R(C ) contains clusters with length larger than L + 1 and
such sets cannot be added to the control cluster family C when

MAPP(C ) is applied; therefore its use in CGA is limited to just

one iteration. As we will see in Section 4, even this (non-iterative)

solution gives very good results when applied to SSRCDP.

3.5 Improvements
The efficiency of the CGA algorithm described in Section 3.3 can

be improved in two complementary ways.

First, the linear relaxation of formulation (7) can be strength-

ened (by improving, i.e., increasing, the lower bound delivered by

its linear relaxation) in order to speed up the branch-and-bound

algorithm (used to solve APP(C ) in Step 1 of CGA)) and also to

decrease the gap
Z (R(C ))−Y (C )

Y (C ) between the integer solution and

the relaxed solution. The lower bound computed through the

linear relaxation of formulation (7) can be increased by improv-

ing valid inequalities specified in constraint (7g). In fact, these

valid inequalities are tight only for the case U C = 0, i.e., when

the control cluster C is contained in a cluster of the constructed

family of routing clusters R. (Recall that in this case the inequal-

ity in question takes the form

∑
t ∈C y

t ≥ Z (C).) ForU C ≥ 1 the

inequalities implied by (7g) are weaker than the inequality in (7f),

which, as already mentioned, implies that

∑
t ∈C y

t ≥ Z (C|∞),
and this inequality is in general not tight.

A tight valid inequality generalizing (7g) can be obtained

by constructing, for each C ∈ C , a piece-wise linear function

GC(U ), 0 ≤ U ≤ M(C), where M(C) := ⌈
l (C)−1

L ⌉ is an up-

per bound for U C , and for integer values of the argument U ,

GC(U ) = Z (C|U ), where Z (C|0) := Z (C), Z (C|1) is defined by

(10), Z (C|2) by (13) and Z (C|U ), U ≥ 3, are defined analogously.

Then, the valid inequality in (7g) should be replaced with the

tight valid inequality Y C ≥ GC(U ). (Such an inequality is not lin-

ear but can be transformed, using additional binary variables and

linear constraints, to a form appropriate for a MIP formulation.)

Second, on top of the family of clusters R(C ) that is added
to the control family C in Step 2 of CGA, we may seek to add

extra control sets C′ for which constraints (7g) are broken to the

largest extent by the the current optimal values y∗.

4 NUMERICAL EXPERIMENT
Below we describe a numerical experiment illustrating the effi-

ciency of the proposed APP(C )-based approach for a network

linking 47 cities in an European Union country. The network

consists of 47 nodes linked with 140 directed links (each of capac-

ity 4 Gbps), and 47 × 46 = 2162 traffic demands corresponding

to all ordered pairs of nodes. The demand volumes used in the

calculations are derived from real traffic measurements (obtained

from a network operator) taken every 15 minutes on a selected

weekday (a Wednesday in 2018). Thus, the number of considered

timepoints equals 96 (T − 1 = 95). We set the maximal number of

clusters to N = 8 and the minimum cluster length to L = 8. This

means that we accept at most 8 changes of the routing configu-

ration during 24 hours and require that a routing configuration

change can occur after the hold-off time of at least 2 hours.

In the experiment reported below, for solving the semi-stable

routing cluster design problem (SSRCDP) we used formulation

MAPP(C ) in the way described in Section 3.4. The procedure

was implemented using the platform: Lenovo Thinkpad, Intel

i7-6500U, 8GB RAM, Windows 10 x64, ILOG CPLEX Studio 12.8,

ILOG Concert library, C# language, CPLEX 12.8 solver, 2 threads.

For the control family C we used all the clusters of length

L and L + 1. There are 2T = 192 of such clusters, and thus, in

the preprocessing phase, for each of them we need to calculate

the values Z (C) and Z (C|1) according to formulae (5a) and (11),

respectively. For that, the routing problem RP(U) (5) is solved

8T = 768 times, i.e., for all clusters of length between 2 and 9.

In RP(U) the delay function F (z) := max{0.1z, z − 0.45, 10z −
8.5} (with K = 3 linear pieces) was used, i.e., b(1) = 0,b(2) =
−0.45,b(3) = −8.5 and a(1) = 0.1,a(2) = 1,a(3) = 10. Thus, F (z)
grows from 0 to 0.05 in the interval [0, 0.5], from 0.05 to 0.5 in the

interval [0.5, 0.9], and from 0.5 to +∞ in the interval [0.9,+∞].

The results of our experiment are presented in Table 2. For

each task of the solution procedure, the corresponding row of

the table first gives the determined lower bound (column lb) and

the upper bound (column ub) for the optimal objective function

value, and the current gap between the two (column gap). Next,

column t shows the total execution time of the task. Then, col-

umn nclusters gives the number of clusters that we analyze in

the task, i.e., clusters for which we solve the routing problem,

and in brackets, if applicable, the number of clusters that are

contained in the control set of the partitioning problem. Finally,

column npaths first shows (in brackets, with the plus sign) the

total number of paths that we have generated while solving rout-

ing problems in the task, and (not in brackets) the final size of

the set of paths P obtained in the routing problem.

In the row static routing, the case when only one rout-

ing cluster, i.e., T , is applied. Then an optimized single routing

scheme gives the optimal objective equal to Z (T ) given in the

column ub, as this value is the upper bound for the true SSDRP

optimal solution value. The row dynamic routing corresponds

to the case when each timepoint is considered as a cluster, i.e.,

the routing scheme is optimized individually for each timepoint.

Hence, the column lb in this row indicates

∑
t ∈T Z ({t}) which

is clearly the cheapest solution value to SSRCDP (the case when

the partition to the routing clusters is unconstrained). The value

in column gap, equal to
ub-lb

lb
× 100% (ub taken for static rout-

ing and lb taken for dynamic routing), is indicated. The row

preprocessing contains information concerning preparation of

the control cluster family C and initial routing paths (recall the

RP(U) is solved through path generation). Next, the row par-

titioning LR shows the results of solving the linear relaxation

of the modified APP(C ) formulation, i.e., of problem MAPP(C )

described in Section 3.4. The so obtained value of lb happens

to be the same as for dynamic routing, although in general

it could be larger. Further, the solution of the MIP formulation
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Table 2: Performance of the solution procedure

task lb ub gap t nclusters npaths

static routing - 563.65 - 5m7s 1 (+4461) 6623

dynamic routing 545.47 - 3.33% 1m23s 96 (+89) 6712

preprocessing - - - 1h1m16s 768 (+1298) 8010

partitioning LR 545.47 - 3.33% 1s (192) -

partitioning MIP 550.50 - 2.43% 2s (192) -

routing - 551.86 0.25% 1m16s 8 (+1) 8011

MAPP(C ) is described in the row partitioning MIP. The lb

value delivered by this solution is increased with respect to the

preceding row and hence the gap value is decreased. Finally,

the row routing shows the results for the partitioning R(C )
obtained with the MIP formulation MAPP(C ) with the routing

scheme optimized for each of the resulting routing clusters R. In

particular, ub gives the value of Z (R(C )). Observe that the gap
between this feasible SSRCDP solution and the best lower bound

obtained with partitioning MIP is very small and equals 0.25%.

In the final solution, the optimal routing cluster family R(C )
is composed of five 8-element, one 13-element, one 15-element,

and one 28-element clusters.

The results indicate that already the simplified version of the

proposed method, without any special tuning, is capable of find-

ing a suboptimal solution of SSRDCP in a reasonable time within

the optimality gap as small as 0.25%.

5 CONCLUSIONS
In this paper we propose a scalable solution to the problem of

designing clusters of the semi-stable routing in multicommod-

ity flow networks. Although the problem can be approached

directly using a compact mixed-integer formulation it cannot be

just solved with a solver, even for small-size networks, due to

an excessive number of binary variables and poor linear relax-

ation. Thus we were considering a number of exact and hybrid

approaches (as in [13]) that aimed at separating the design of

a partition of the time horizon into clusters from the design of

traffic routing for those clusters.

Although there are just O(T 2) clusters with length between

1 and T (where T is typically between 96 and 288 as the traffic

measurement period is either 5 or 15 minutes), our numerical

trials show that in practice we cannot analyze all those clusters.

Using a link-path formulation combined with path generation

and a warm start for the master problem, it took aroundk seconds

to solve the routing problem for a cluster of length k and a 50-

node network. And this time might grow considerably as we aim

at networks whose number of nodes approaches 500.

Therefore, leveraging the valid inequalities of an approximate

time-horizon partitioning problem, we developed an efficient

heuristic algorithm based on cluster preprocessing. Our algo-

rithm is capable of providing the upper and the lower objective

function value bounds with very low optimality gaps, well below

0.5%, as shown in the presented numerical study (and some other

studies not reported here for the lack of space). It also offers the

trade-off between the quality of the solution, and the number of

clusters in the control set that influences the preprocessing time,

and the size and the solution time of the partitioning problem.

In addition, we have proposed two possible ways for improving

the efficiency of the approach that lead to interesting future

research. First, we can use a stronger formulation of APP(C )

equipped with improvements described in Section 3.5. Second,

we can either implement a full version of the cluster generation

algorithm presented in Section 3.3, or, even better, to incorporate

cluster generation into a branch-and-bound procedure of solving

the partitioning problem, by analyzing relaxed or incumbent

solutions and generating appropriate user cuts. We will also aim

at testing the resulting optimization procedure on examples with

lower correlation among the traffic matrices, which might feature

a more substantial gap between the static and dynamic routing

solutions than the 3.33% observed in the current example (which

our algorithm nonetheless managed to decrease tenfold).
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ABSTRACT
We propose an efficient method to solve a workforce routing and
scheduling problem with working constraints, and a bounded
execution time limit. This problem combines two fundamen-
tal problems in operations research: routing and scheduling. In
such a context, we develop a column generation algorithm, as a
set partitioning problem with side constraints, within a branch-
and-price framework. The pricing sub-problem is an elementary
shortest path with resource constraints modeled with constraint
programming. In our branch-and-price framework, we first solve
our problem using branch-and-price and a branch-and-bound
strategy is proposed on the last restricted master problem, in
order to obtain a feasible solution when the time limit is almost
reached. However, we show that the developed method leads
to better solutions than using constraint programming or large
neighborhood search methods. We show the relevance of our
method with various-size real instances.

INTRODUCTION
We consider in this paper a hybrid problem in which it is neces-
sary to associate the vehicle optimization problemwith an assign-
ment problem for employees to satisfy some specific technical
constraints. The study of this problem is motivated by taking into
account new business constraints for employees with specific
skills. These problems are more and more present in the everyday
life of maintenance companies. The main difficulty is to consider
the various parameters to respond to real situations.

Workforce Scheduling and Routing Problem (hereafter WSRP)
represents problems that mobilize workforce to perform tasks
for customers. Given a set of employees and a set of tasks to
be scheduled, WSRP consists in assigning tasks to employees in
order to fulfill some constraints while minimizing operational
costs.

WSRP combines the complexity of scheduling problems [2, 18]:
• Multi-skill Project Scheduling Problem, MPSP [6, 14, 21]
(Technician and Task Scheduling Problem).

• Sequencing and Scheduling Problem, SSP [19],
• Project Scheduling with Resources Constrained Schedul-
ing Problem,

and problems of vehicle routing [20, 25]:
• Vehicle Routing Problem with Time Windows [23],
• Vehicle Routing Problem with Time Windows and Depen-
dencies,

Figure 1 represents the successive generalizations of basic
scheduling and routing problems, such as the TSP , that lead to
the WSRP class of problems.

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the 21st
International Conference on Extending Database Technology (EDBT), March 26-29,
2018, ISBN 978-3-89318-078-3 on OpenProceedings.org.
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

WSRP

SSP
Scheduling

VRP

TSP
Routing

MPSP VRPTW

Generalization

Figure 1: Description of hierarchical complexity class for
WSRP .

This paper is organized as follows: the section RELATED
WORK gives an overview of the previous works found in the
literature on theWSRP , the sectionMODELLING formally de-
scribes our problem and a first compact model using integer
linear programming (henceforth ILP) is given. The column gen-
eration decomposition and the branch-and-price scheme imple-
mented is described in section THE BRANCH-AND-PRICE
FRAMEWORK. The results and instances are presented in sec-
tion TESTS. The last section concludes the paper and presents
some future work.

RELATEDWORK
In the next section, we formally define the Workforce Scheduling
and Routing Problem class, based on the survey [3]. This sur-
vey first presents the common characteristics of technicians and
tasks, summarized in Table 1, then reviews known methods to
solve problems considered asWSRP . The main method used to
tackle these problems is a hybrid approach combining exact meth-
ods, integer linear programming or constraint programming, and
heuristics/meta-heuristics methods, large neighborhood search
or tabu search. The branch-and-price approach is also used since
this approach is known to be efficient on routing problems and
scheduling problems. This survey also gives a detailed compu-
tational study outlining the computational difficulties to solve
these problems. This study has been carried out on different data
sets with different integer linear programming formulations.

We describe some characteristics presented in Table 1. The
processing time of the tasks is not negligible compared to the
travel time andmay depend on the employee. Tasks have required
skills to filter employees who can perform them. A task can be
processed by one or more employees, in which case all employees
must be present before the starting time of the task. Castillo et
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al. [4] and Rasmussen et al. [22] define temporal dependencies
among tasks. Thus, some tasks admit a priority over others.Tasks
can have priority meaning that a task should be performed before
others.

Some tasks can be outsourced. In addition, the schedule of the
employees can vary: it can be daily, weekly, etc. In general,WSRP
instances are too big to be exactly solved. They are usually divided
into smaller geographical areas to prevent an employee from
working far from home but also to reduce the size of instances
making it easier to solve.

Employee Task
Means of transport Processing time
Starting Position Position
Ending position Temporal dependence
Working Hours Opening hours

Team Required Skills
Skills Priority

Outsourcing
Table 1: Characteristics of employees and tasks.

For example, we may consider a set of employees who have
to execute a set of tasks. Employees can travel by car, bicycle or
public transport to perform the tasks. Employees are allowed to
start and end their day from home. In the literature, there are nu-
merous works of surveys aimed at characterizing and classifying
the various problems belonging to theWSRP class. Based on an
extension of the classic notation scheme α | β | γ proposed by
[13], Desrochers [7] develop a classification ofWSRP .

An extensive overview of time constraint routing and sched-
uling problems during the last decades is given in Desrosiers et
al. [8]. They detail ILP models and algorithms (column genera-
tion and dynamic programming) for each variation of problems
(TSPTW, SDVRPTW, MDVRPTW, etc), focus their work on op-
timization methods for practical size instances. Although, they
also present heuristic methods to solve complex problems or
large-scale instances when optimal solutions are too difficult to
obtain. The survey [24] outlines the research on different routing
problems with time windows (M-TSPTW, SPPTW, etc) and give
hints for future works on these problems.

To solve problems belonging toWSRP , we observe in literature
many methods such as exact methods (constraint programming
or integer linear programming), meta-heuristics (simulated an-
nealing, tabu search, genetics, ...) or hybrid methods. Regarding
exact methods, one can find ILP models and column generation
using Dantzig-Wolfe decomposition. The master problem cor-
responds to a set partitioning problem [1] and the sub-problem
to an Elementary Shortest Path Problem with Time Windows
[12, 15] which is known to be NP-hard [10].

MODELLING
The goal of the project is to assign maintenance tasks to tech-
nicians in order to build daily schedules while optimizing some
criterion such as quality of service, travel time, productivity and
efficiency. The time limit is bounded to at most one hour for the
biggest instances. The number of tasks is too large to schedule
all of them in one day, thus tasks can be postponed. Thus the set
of tasks is updated every day according to previous schedules.

The problem can be stated as follows: let us define P the set
of technicians and T the set of tasks. For each technician, we

add two artificial tasks: one for the starting point (0p ) and the
other for the ending point (np ). Therefore, we define the set
Tp = T ∪ {0p ,np } for each technician p.

Let pj be the processing time of task j, and let dj be the due
date of task j, ωj is the weight (or revenue) of task j.

Let q be the number of skills and l the number of level of skills.
Consider αp = (αp1 ,α

p
2 , ...,α

p
q ) be the skill vector of technician

p and β j = (β j1, β
j
2, ..., β

j
q ) the skill vector of task j. For each

i ∈ {0, . . . ,q}, αpi and β
j
i indicate the level (value in {0, . . . , l})

of the ith skill in the vector.
Each task possesses a location and each technician have a start-

ing location and ending location. Let M be the distance matrix
wheremi, j represents the distance between locations i and j.

Let Kp (resp. Kp ) be the set of unavailable (resp. available)
periods of technician p. The previous notation is extended to task
j with K j and Kj . Kp

j denotes the set of time windows where
technician p and task j are both available, Kp

j = Kj ∩ Kp . We
define [ak ,bk ] ∈ Kp

j the kth time window of the set. A task
cannot overlap unavailable period (no task should start or end
during an unavailable period).

The beginning (resp. ending) of the workday of a technician is
given by the starting time (resp. end time) of his working hours.
Moreover, the technician cannot travel before his starting hours
or after his ending hours. Lastly, if a technician arrives early to a
customer waiting is allowed.

Our problem can be formulated as integer linear program
given below. The routing variables xpi jk take value 1 if the tech-
nician p ∈ P travels from task i ∈ Tp to task j ∈ Tp in the time
window k ∈ Kp

i , 0 otherwise; the scheduling variables tpi corre-
spond to the time the technician p ∈ P starts the task i ∈ Tp ; the
covering variables yi take value 1 if the task i ∈ T is unsched-
uled/uncovered and 0 if the task i is performed by a technician;
the tardiness variables Di correspond to the lateness of the task
i ∈ T. First, we introduce an ILP representing the backbone
of our problem, then we will add the specific constraints (same
technician constraints and appointment constraints).

(π1,π2,π3,π4) are the weights of the different criteria in the
objective function (Equation (1)). The first criterion corresponds
to the number of unscheduled tasks, the second minimizes the
technician’s travel distances, the third computes the sum of the
tasks tardiness and finally the fourth maximizes the skill gap
between technicians and tasks. W is the total of the weight
of all tasks. The first criterion maximizes the weighted sum of
tasks scheduled but we choose to minimize the weighted sum of
unscheduled tasks, the weight of all tasks minus the weight of
all unscheduled tasks gives the weight of all scheduled tasks.

We denote by Prec, Same andApp, the set of pairs (i, j) ∈ T×T
for which a precedence constraint, a same technician constraint, and
appointment constraint exists, respectively. Precedence constraints
are defined below. Same technician constraint corresponds to a
pair (i, j) ∈ Same, if technician p executes task i (resp j) thus he
is the only one who can perform task j (resp i).

Appointment constraints enforce a task to be performed by a
technician at a fixed time. These constraints appear when the cus-
tomers require a specific technician or a specific time to perform
a job. There are three kinds of appointment constraints:

• When task j is assigned to technician p (even if he does
not have the required skills to perform it): when p should
perform j?
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• When task j is assigned to time t : which technician should
perform it?

• When task j is assigned to technician p and to time t : is j
scheduled for p at time t?

Model M1: Compact formulation

Maximize π1(W −
∑
t ∈T

ωiyi ) − π2
∑
p∈P

∑
i, j ∈Tp

∑
k ∈Kp

i

x
p
i jkmi, j

−π3
∑
j ∈T

ω
′
jD j + π4

∑
p∈P

∑
i, j ∈Tp

∑
k ∈Kp

i

q∑
s=1

x
p
i jk (α

p (s) − βi (s))

(1)

s.t.
∑
p∈P

∑
j ∈Tp

∑
k ∈Kp

i

x
p
i jk + yi = 1 ∀i ∈ T (2)

∑
j ∈Tp

∑
k ∈Kp

0p

x
p
0p jk = 1 ∀p ∈ P (3)

∑
j ∈Tp

∑
k ∈Kp

j

x
p
jnpk = 1 ∀p ∈ P (4)

∑
i ∈Tp

∑
k ∈Kp

i

x
p
ihk −

∑
j ∈Tp

∑
k ∈Kp

h

x
p
hjk = 0 ∀p ∈ P, ∀h ∈ T (5)

∑
h∈Tp

∑
k ∈Kp

j

x
p
jhk (α

p (i) − β j (i)) ≥ 0 ∀j ∈ T, ∀p ∈ P, ∀i ∈ [1..q]

(6)

Bjyi +
∑
p∈P

t
p
i + pi ≤

∑
p∈P

t
p
j + Biyj ∀(i, j) ∈ Prec (7)∑

j ∈T

∑
k ∈Kp

i

x
p
i jkak ≤ t

p
i ≤

∑
j ∈T

∑
k ∈Kp

i

x
p
i jkbk ∀i ∈ T, ∀p ∈ P

(8)∑
j ∈T

∑
k ∈Kp

i

x
p
i jkak ≤ t

p
i + (

∑
j ∈T

∑
k ∈Kp

i

x
p
i jk ).pi ≤

∑
j ∈T

∑
k ∈Kp

i

x
p
i jkbk

∀i ∈ T, ∀p ∈ P
(9)

t
p
i + x

p
i jk (mi, j + pi ) ≤ t

p
j + (1 − x

p
i jk ).Bk

∀p ∈ P, ∀i, j ∈ Tp , ∀k ∈ Kp
i

(10)

D j ≥
∑
p∈P

t
p
j + pj − dj ∀j ∈ T (11)

x
p
i jk ∈ {0, 1}, ∀p ∈ P, ∀i, j ∈ Tp , ∀k ∈ Kp

i (12)

t
p
i ∈ N, ∀p ∈ P, ∀i ∈ Tp (13)
yi ∈ {0.1}, ∀i ∈ T (14)
D j ∈ N, ∀j ∈ T (15)
The Model M1 is inspired by the MIP model given by a home
nursing problem [22] and VRPTW [9]. Our problem differs on a
few constraints: the skills/qualifications of employees, the work-
ing hours of employees and precedence constraints (they have
temporal dependencies constraints). In addition, one additional
dimension is needed on the routing decision variables (xpi jk ) be-
cause it is necessary to know on which time window the task is
scheduled. The relevance of this compact formulation is discussed
in Section TESTS and presented in Table 3.

Constraints (2) ensure that each task is scheduled at most once.
If a task i is not scheduled (i.e.

∑
p∈P

∑
j ∈Tp

∑
k ∈Kp

j

x
p
i jk = 0) then to

satisfy the constraint, task i must be covered by yi = 1 and

the task is postponed to a another day. The flow constraints for
each technician depicted in (3), (4) and (5) control that technicians
must start (resp. finish) their shift at their start (resp. end) location
and that the flow conservation is respected (i.e. if a technician
arrives at a customer he musts leave it). The skill constraints
(6) restrict the set of tasks allowed to be performed by a given
technician. A task can only be performed by a technician who
has the required skills. In the current implementation of these
constraints, we force variables xpi jk to 0 when αp (s) − βi (s) >
0, s ∈ [0, ..,q]. Constraints (7) give the precedence constraints
among the tasks: let (i, j) ∈ Prec, task j can be performed only if
task i is executed before. The temporal constraints (8) and (9) and
(10) verify that the availability periods of tasks and technicians
are respected in the schedule (no overlap with unavailability
or travel periods). If a task j is not executed by technician p,
constraint (8) forces tpj to 0.

Constraints (16)-(19) correspond to problem-specific constraints.
Constraints (16) model the same technician constraints: they

ensure that if a technician performs one of the two tasks, then
the second is either performed by the same technician or the task
is not scheduled. Constraints (17), (18) and (19) represent pre-
assignment constraints describe above. Constraints (17) ensure
that the right technician performs the task or the task is not
scheduled. Constraints (18) ensure that the task is scheduled at
the right time or not at all. Constraints (19) ensure that the task is
assigned to the right technician at the right time or that otherwise
task is not performed.∑

h∈Tp

∑
k ∈Kp

j

x
p
ihk + yi =

∑
h∈Tp

∑
k ∈Kp

j

x
p
jhk + yj

∀(i, j) ∈ Same, ∀p ∈ P
(16)

∑
j ∈T

∑
k ∈Kp

j

x
p
i jk − (1 − yi ) = 0 ∀(i,p) ∈ App (17)

∑
p∈P

t
p
i − (1 − yi ).ti = 0 ∀(i, ti ) ∈ App (18)

t
p
i − (1 − yi ).ti = 0 ∀(i,p, ti ) ∈ App (19)

THE BRANCH-AND-PRICE FRAMEWORK
In this section, we will introduce a branch-and-price framework.
First, we use a Dantzig-Wolfe decomposition on the compact
formulation in order to model it as a set partitioning problem
with side constraints. In a branch-and-price framework the prob-
lem is split into a master problem (hereafter MP) and a pricing
sub-problem (henceforth PSP). The PSP generates new feasible
schedules/routes for each technician. Given the set of all fea-
sible technician schedules, the MP assigns a schedule to each
technician such that a maximum of tasks is processed (c.f. the
first criterion of the objective function). Since the set of feasible
technician schedules can be very large, we restrict the MP to a
subset of schedules to obtain a reasonable size problem (called
Restricted Master Problem denoted by RMP). A feasible route for
a technician begins at his starting location and ends at his ending
location, and respects all constraints mentioned in Model M1.

Master Problem
Consider Sp the set of all feasible schedules for technician p

(this set will be generated successively by the PSP). Let apis = 1
if task i is in Schedule s of technician p and 0 otherwise; let tpis
be the starting time of Task i in schedule s of technician p. The
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constant cps represents the cost of the schedule s for technician p.
In the compact formulation (cf. Model M1), the aim is to minimize
delays, distances and maximize the skill gap between tasks and
technicians. This cost is a variation of the objective function of
the compact formulation (Equation (1)). The first criterion of
the compact formulation objective function is separated from
the others in the RMP objective function to enhance the linear
relaxation of the RMP.

c
p
s = − π2

∑
i, j ∈T

∑
k ∈Kp

j

x
p
i jkmi, j − π3

∑
j ∈T

ω
′
jD j

+ π4
∑
i, j ∈T

∑
k ∈Kp

j

q∑
s=1

x
p
i jk (α

p (s) − βi (s))

We introduce binary variables for the RMP: the scheduling
variables λps take value 1 if schedule s is chosen for technician p
and 0 otherwise; the covering variables γi take value 1 if task i is
uncovered/unscheduled and 0 otherwise.

Model M2: Restricted Master Problem

Max
∑
p∈P

∑
s ∈Sp

λ
p
s c

p
s + π1

∑
i ∈T

(1 − γi )wi (20)

s.t.
∑
p∈P

∑
s ∈Sp

a
p
isλ

p
s + γi = 1 ∀i ∈ T (21)∑

s ∈Sp
λ
p
s ≤ 1 ∀p ∈ P (22)

γi +
∑
s ∈Sp

a
p
isλ

p
s =

∑
s ∈Sp

a
p
jsλ

p
s + γj

∀(i, j) ∈ Same, ∀p ∈ P
(23)

Bjγi +
∑
p∈P

∑
s ∈Sp

t
p
isλ

p
s + pi ≤

∑
p∈P

∑
s ∈Sp

t
p
jsλ

p
s + Biγj

∀(i, j) ∈ Prec
(24)

λ
p
s ∈ [0, 1] ∀p ∈ P, ∀s ∈ Sp (25)

γi ∈ [0, 1] ∀i ∈ T (26)
Constraints (21) express the fact that each task must be exe-

cuted or covered. Constraints (22) ensure that only one schedule
is associated with a technician. The same technician constraints
are modeled by constraints (23). The same technician constraints
are only in the RMP because in the PSP these constraints are
always checked (a PSP is solved for each technician). Constraints
(24) model the precedence constraints. As precedence constraints
among tasks are independent of the set of technicians, these con-
straints must be present in the RMP and the PSP. Constraints
(25) (resp. (26)) indicate the domain of λps variables (resp. γi ).

For any primal solution of the RMP, we obtain a dual solution
[u, z, l,w], where u = (ui )i ∈T ; z = (zp )p∈P ; l = ((li , lj ))(i, j)∈Prec;
w = ((wip ,w jp ))(i, j)∈Same, p∈P are the dual variables of con-
straints (21), (22), (24), (23) respectively. These dual variables are
used in the PSP (cf. Equation (36)) to generate new improving
routes for each technician.

Pricing subproblem
In our case, the sub-problem generates feasible schedules/routes
(that respect the constraints) for each technician, thus these
routes are added to the RMP. The sub-problem aims to find feasi-
ble routes for a technician which improve the solution obtained
in the RMP. We cannot consider technicians as a fleet of vehicles
(they have almost no similar characteristics), thus we must solve

a sub-problem for each technician. The PSP is solved using con-
straint programming with the ILOG IBM Scheduler constraints
and variables (for more information on those constraints and vari-
ables please refer to [16, 17]). The Pricing Sub-Problem (hereafter
PSP) is the elementary shortest path problem with time windows
(ESPPTW). It focuses on finding an improved schedule for a par-
ticular technician. Recall that ESPPTW is NP-hard in a strong
sense [10] (there is no hope to develop dynamic programming).

Since our problem is a maximization problem if the PSP objec-
tive functionZPSP < 0 (cf. Equation (35)) then the corresponding
route is not improving the current solution. Adding it in the so-
lution of the RMP would decrease the value of the objective
function. So we add in the RMP all tours with a reduced cost
(ZPSP ) strictly positive to potentially increase the value of the ob-
jective function. Since the PSP is hard to solve, the optimization
is terminated as soon as a tour with a strictly positive reduced
cost is found. Thanks to the constraints propagators, constraint
programming is effective to find a good feasible solution in a
short time.

For any technician p, we construct the following constraint
programmingmodel.We introduce the interval variablesX I

i , ∀i ∈
Tp to model tasks scheduling time. The domain of these variables
is either {⊥} (task is not processed) or the scheduling horizon
(the scheduling time of the task). Let XS

p refers to the sequence
variable of technician p, the domain of this variable is a permu-
tation of tasks interval variables: D(XS

p ) = perm({X I
p−i | ∀i ∈

T} ∪ {X I
p0,X

I
pn }).

Model M3: Constraint programming

NoOverLap(XS
p ,M) (27)

f irst(XS
p ,X

I
p0) (28)

last(XS
p ,X

I
pn ) (29){

pO f (X I
j ) ≤ pO f (X I

i )
EndBe f oreStart(X I

i ,X
I
j )

∀(i, j) ∈ Prec (30)


ForbidExtent(X I

i ,K
i
p )

ForbidStart(X I
p0,K

p )
ForbidEnd(X I

pn ,Kp )
∀i ∈ T, (31)

XT =
∑
i ∈T

max(0,di − EndO f (X I
i )) (32)

XD =
∑

(i, j)∈X S
p

mi, j (33)

XSG =
∑
i ∈T

pO f (X I
i ) ×

∑
s ∈[1..q]

(αp (s) − βi (s)) (34)

Max ZPSP = XSG − XT − XD − f (u, z, l,w) (35)
Equation (27) ensures that the tasks performed by p are not over-
lapping and respects the travel time matrixM . Equations (28) and
(29) enforce the route to begin (resp. end) at the starting (resp. end-
ing) location. The constraint pO f (meaning presenceO f , is used
to know if a task is executed) and the constraint EndBe f oreStart
are both used to assure that precedence constraints (30) are sat-
isfied. Equations (31) prevent tasks to be performed outside the
technician and task time windows. The constraint ForbidExtend
ensures that tasks are not overlapping an unavailability period
(given byKi

porKp ). The constraint ForbidStart (resp. ForbidEnd)
ensures that tasks begin before (resp. end after) an unavailability
period. We restrict the domain of the variables to satisfy appoint-
ment constraints. In the objective function (cf. Equation (35)), the
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variable XSG computes the skill gap between technicians and
tasks (cf. Equation (34)), the variableXT computes the tasks tardi-
ness (cf. Equation (32)) and the variable XD computes the travel
time/distance (cf. Equation (33)). The function f (u, z, l,w) is ded-
icated to the cost associated with the dual variables [u, z, l,w]
defined above.
f (u, z, l,w) =

∑
i ∈T

pO f (X I
i ) × ui + zp +

∑
(i, j)∈Prec

(ljβi − liβj )

−
∑

(i, j)∈Same

(w jp × pO f (X I
j ) −wip × pO f (X I

i ))

(36)

Branching strategies
We based our branching strategy on the ones presented in [11].
This paper presents two rules for branching. The first one, «stan-
dard strategy» consists in branching on decision variables λps ,
this branching is not effective because it leads to an unbalanced
branching tree. The second one, is the «natural strategy» consists
in branching on flow variables xi j (cf. Model M1) and decision
variables γi , we opt for this strategy because it leads to a more
balanced tree and an easier PSP.

Branch-and-price is usually used to obtain optimal solution but
with a lack of resources and because of the large-scale instances
this method is neglected. Because of the time limit and the large-
scale highly constrained instances, finding an optimal solution
can be difficult. Our algorithm is based on the one used in [5].
The authors propose a column generation to obtain an optimal
non-integer solution. Therefore, a branch-and-bound algorithm
is applied to obtain an integer solution.

We enhance this method adding the branch-and-price frame-
work to generate more heterogeneous routes. We solve the prob-
lem with the following branch-and-price scheme (cf. Figure 2).
We first solve the problem using a standard branch-and-price
framework, at each node of the branching tree RMP is solved
using column generation. If an integer solution is found, the
bound (the best feasible solution found) is updated, else we add
a branching node. At the end of the time limit, if we reach it,
we use branch-and-bound method on the last RMP to obtain an
integer solution. If this solution is better than the best one found
in the branch-and-price algorithm we keep it.

solve RMP

solve PSP
add colomns

integer solution?stop add branching
node

branch-and-bound

reduced costs

no new columns
yes no

time limit reached

Figure 2: Illustration of our branch-and-price framework.

TESTS
We have access to many instances of two Decisionbrain cus-
tomers. Table 2 gives statistics for each instance. The name
#30#256 (first column) means that the instance has 30 technicians

and 256 tasks, the column |Prec| gives the number of precedence
constraints, |Same| shows the number of same technician con-
straints, |App| represents the number of precedence constraints,
q denotes the number of skills (length of the skill vector), loc
indicate the number of task and technician locations, KP (resp.
KT ) shows the mean of technician time windows (resp. task time
windows).

instance |Prec | |Same | |App | q loc KP KT
#30#256 0 0 0 154 162 0.96 1
#30#305 30 5 0 137 162 0.9 1
#30#2781 341 101 37 137 514 0.9 0.92
#144#1377 0 0 0 154 163 0.875 1
#145#4568 0 0 0 183 544 0.87 1

Table 2: The set of instances.

We are going to compare the branch-and-price method de-
scribed here with the proposed ILP model solved using the soft-
ware CPLEX and four other methods developed by Decision-
Brain. The «ILP» corresponds to the integer linear program im-
plemented and tested with Cplex. The «CP» corresponds to con-
straint programming using ILOG IBM Scheduler constraints and
variables and tested with CPOptimizer. The «H» corresponds to
a heuristic, kept confidential. The «H+X» method corresponds
to start the X optimization with a first solution computed by the
heuristic. The «LNS» corresponds to Large Neighborhood Search
using the best insert algorithm on different neighborhood oper-
ators. The «BP» column corresponds to our branch-and-price
scheme.

Instance Model Obj. CPU(s) Gap
#30#256 ILP 1.1379E7 1802 105%
#30#256 CP 2.1393E7 1803 9.9%
#30#256 H 2.1475E7 17 9.5%
#30#256 H+ILP 2.1475E7 1806 9.5%
#30#256 H+CP 2.1475E7 1803 9.5%
#30#256 H+LNS 2.1687E7 1643 8.5%
#30#305 ILP 2364770.0 1801 525%
#30#305 CP 1.3094E7 1802 17%
#30#305 H 1.1269E7 21 35%
#30#305 H+ILP 1.1278E7 1807 35%
#30#305 H+CP 1.3102E7 1802 16.9%
#30#305 H+LNS 1.3314E7 1678 15.1%

Table 3: Results for instances with 30 technicians and 256
tasks and 30 technicians and 305 tasks with a resolution
time of 30minutes.

The ILP model does not scale for the medium and large size
instances, we obtain a high gap on the medium size instances
(100% for instance#30#256 and 525% for instance#30#305). The CP
model scales, and in some cases, achieves better results than the
heuristic and meta-heuristic resolution method (H + LNS). One
can see that the behavior of the CP is very close to the behavior
of heuristics. Indeed, the CP obtains a good quality solution in
a short time thanks to solver constraint propagators by cutting
non-solution domain values. It is interesting to note that the
heuristic gives a good solution in just a few seconds.

Now, we display the results obtained with the branch-and-
price scheme. Table 5 gives the results for the different instances.
In this table, CP is used to solve the PSP and the adopted tree
traversal strategy is the Best-first search strategy in order to
converge quickly towards a good solution.
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Instance Model Obj. CPU(s) Status
#144#1377 CP 1.0995E7 3610 Feasible
#144#1377 H 1.4247E7 58 Feasible
#144#1377 H+CP 1.4360E7 3591 Feasible
#144#1377 H+LNS 1.4738E7 2877 Feasible
#145#4568 H 1.0421E8 221 Feasible
#145#4568 H+LNS 1.0645E8 3472 Feasible
#30#2781 CP 1.7181E7 3650 Feasible
#30#2781 H 2.3314E7 20 Feasible
#30#2781 H+CP 2.3343E7 3584 Feasible
#30#2781 H+LNS 2.3314E7 3636 Feasible

Table 4: Results for large instances with a resolution time
of 1 hour.

The column «nodes» refers to the number of nodes browsed
in the branch-and-price tree. The column «#col» represents the
total number of columns in the master problem.

Instance Model Obj. CPU(s) nodes #col gap
#30#256 BP 2.1690E7 607.0 7 436 8.4%
#30#256 H+BP 2.1599E7 600.0 9 421 8.9%
#30#305 BP 1.3322E7 612.0 13 484 15%
#30#305 H+BP 1.3232E7 601.0 14 424 15,8%
#30#256 BP 2.0802E7 1812.0 15 565 13%
#30#256 H+BP 2.1712E7 1808.0 17 544 8.3%
#30#305 BP 1.3263E7 1809.0 13 606 15.5%
#30#305 H+BP 1.3251E7 1816.0 23 558 15.6%

Table 5: Results for branch-and-price onmedium-sized in-
stances with a resolution time limit of 10 and 30 minutes
using constraint programming for the PSP.

One can observe that solutions obtained with the branch-and-
price are better than solutions obtained with the constraint pro-
gramming model and even than solutions computed by heuristic
followed by the local search. However, as the ILP model, the
branch-and-price does not scale. Large instances are too substan-
tial to be treated by our branch-and-price scheme in a reasonable
time. These results nevertheless show the interest in using the
hybridization between column generation and constraint pro-
gramming.

CONCLUSION
In this paper, we propose a branch-and-price scheme dedicated
to solving a WSRP problem in the presence of large-scale highly
constrained real-world instances when the time limit is bounded.
With this method, we were able to obtain good results, better
than LNS or CP in some instances. However this method is not
scalable, therefore results for large instances are missing.

Using a dynamic programming label algorithm to solve the
sub-problem should speed the solving process up by adding mul-
tiples improving routes in the master problem at each step of the
column generation algorithm while decreasing memory usage of
each sub-problem. On the column generation phase, we solve a
sub-problem for each technician, therefore solving all the sub-
problem is time-consuming. One could try to group technicians
that have some similar characteristics to reduce the time spent
solving sub-problem.
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ABSTRACT
In this work we consider the airline fleet assignment problem and

we experiment with a robust solution where passenger demand

is uncertain. To mitigate conservativeness of the classical robust

optimization we consider a two-stage distributionally robust

objective formulation. Our main contribution with respect to the

airline fleet management problem literature lies in the modeling

characteristics of our proposal.

We benchmark against current deterministic and robust fleet

assignment formulations and verify solution performance results

through simulation.

KEYWORDS
Distributionally robust optimization, Affine decision rules, Inte-

ger Programming, Airline fleet assignment

1 INTRODUCTION
Once an airline decides when and where to fly (flight legs) by de-

veloping its flight schedule, the next decision is determining the

type of aircraft, or fleet, that should be used on each of the flight

legs defined within the flight schedule. This process is called

fleet assignment and its purpose is to assign fleet types to flight

legs, subject to an available number of aircrafts and conservation

of aircraft flow requirements, such as to maximize profits with

respect to captured passenger demand. This decision needs to be

made well in advance of departures when passenger demand is

still highly uncertain. The factors that influence schedulers when

assigning fleet types to various flights are: passenger demand,

seating capacity, operational costs, and availability of mainte-

nance at arrival and departure stations. One important require-

ment of the fleet assignment is that the aircraft must circulate in

the network of flights. These so-called balance constraints are

enforced by using time lines to model the activities of each fleet

type. The period for which the assignment is done is normally

one day for domestic flights.

Profit maximization is normally defined in terms of uncon-

strained revenue minus assignment cost. Unconstrained revenue

of a flight leg is the maximum attainable revenue for that par-

ticular flight regardless of assigned capacity. Assignment cost, a

function of the assigned fleet type, includes the flight operating

cost, passenger carrying related cost and spill cost. Spill cost on

a flight is the revenue lost when the assigned aircraft for that

flight cannot accommodate every passenger. The result is that

either the airline spills some passengers to other flights in its

own network (in which case these passengers are recaptured by

the airline), or they are spilled to other airlines.

In [12] the authors develop a two-stage stochastic program-

ming model for integrated flight scheduling and fleet assignment

where the fleet family assigned to each scheduled flight leg is

© 2019 Copyright held by the owner/author(s). Published in Proceedings of the
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decided at the first-stage. Then, the fleet type to assign to each

flight leg is decided at the second-stage based on demand and

fare realization. Sample average approximation (SAA) algorithm

is then used to solve the problem and provide information on the

quality of the solution.

In [9] the authors propose a new model based on itinerary

grouping to mitigate the effect of demand uncertainty. Their

itinerary group fleet assignment model deals with the difficulties

caused by itinerary forecast by replacing them with aggregated

demand forecasts. The authors affirm that an itinerary-based

representation of demand (see Section 2 for details) has led to a

high granularity of demand, making it hard to predict.

In this work, as an alternative to previous works presented,

we propose a two-stage data-driven distributionally robust opti-

mization model to address the question of airline robust planning

for the fleet assignment problem. Our main contribution with

respect to the airline fleet management problem literature lies in

this novel modeling approach.

We adopt the concept of robust optimization as defined in [5]

and [6] in that the demand uncertainty belongs to a known deter-

ministic uncertainty set. In fact, we consider this uncertainty set

as the support for the family of probability distributions associ-

ated with our random passenger demand parameter. We consider

a data-driven approach by which this uncertainty set is con-

structed from available historical data. We assume that historical

unconstrained (not subject to capacity issues) itinerary demand

data is available and that we can use this historical data to predict

future demand. By constructing the uncertainty set from histor-

ical data we are able to capture correlations between demands

of different itineraries and thus mitigate the granularity demand

effect as pointed out in [9].

On the other hand, we consider different modeling alterna-

tives to mitigate conservatism of a robust approach. Since fleet

assignment is a repetitive process, where fleet assignment deci-

sions are made on daily basis, we mitigate the conservatism of

the worst-case objective of classical robust optimization and con-

sider a distributionally robust optimization approach on which

we optimize the worst case expected performance on a set consti-

tuted by an infinite number of probability distributions, named

ambiguity set (see [10] for main concepts). We also propose a

two-stage model, as introduced in [4] where, although all the

fleet assignments decisions are first stage, the calculation of lost

revenue (spill) is only done after realization of uncertainty.

To facilitate handling large-scale fleet assignment problems,

we propose the use of principal component analysis techniques

to reduce dimension of the uncertainty set and the use of affine

decision rules for our two-stage problem as approximations to

improve time performance of our algorithms.

2 FLEET ASSIGNMENT FORMULATIONS
The fleet assignment model is typically formulated as a mixed-

integer program. One can see the work in [16] for a survey of

different modeling approaches for the problem.
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In [1] the author first introduced for the fleet assignment

problem a time-space network model to represent the availability

of the fleet at each airport in the course of time. The proposed

model resulted in a linear program that could either maximize

profit or minimize operations cost.

In [11] the authors use the time-space network model and

develop a large-scale integer program for fleet assignment. They

propose several preprocessing techniques, namely node aggrega-

tion and isolated islands at stations, in order to reduce problem

complexity.

In these two works demand is expressed for a specific flight

leg and, therefore, these works do not capture demand dependen-

cies between legs. This is because demand is defined for airline

itineraries that can be comprised by multiple flight legs. Varia-

tions of demand in one itinerary flight leg will affect the others

legs. This is called the network effect and it was taken into con-

sideration in the model defined in [2]. There, the authors use the

time-space network model and consider the effect of recapturing,

where passengers spills from one itinerary can be redirected to

alternative itineraries. In their model demand is deterministic.

The above model is reference for our work, with the differ-

ence that we do not consider recapturing. We replicate here the

itinerary based formulation as presented in [9] where the authors

also explicitly deal with itinerary fare classes to better capture the

revenue dimension by favoring higher classes instead of consid-

ering all the fare classes at the same level. We present notations

and formulation used.

Sets

P : the set of itinerary fare classes, indexed by p
A : the set of airports, indexed by o
L : the set of flight legs, indexed by i
K : the set of fleet types, indexed by k
T : the sorted set of all relevant event times (leg departures or aircraft

availability) at all airports, indexed by t
CL(k ) : the set of flight legs that pass the count time when flown by

fleet type k
I (k, o, t ) : the set of inbound flight legs to node (k, o, t )
O (k, o, t ) : the set of outbound flight legs from node (k, o, t )

Decision variables

tp : the number of passengers requesting itinerary fare classp and spilled

by the model because of the capacity limit.

fki : binary variable equal to 1 if fleet type k is assigned to flight leg i , 0
otherwise.

ykot+ : the number of fleet type k that are on the ground at airport o
immediately after time t .

ykot− : the number of fleet type k that are on the ground at airport

o immediately before time t . If t
′
is the time of the first event

occurring after t , then ykot = ykot ′−

Data

SEATSk : the number of seats available on aircraft of fleet type k .
cki : the cost of operating leg i with fleet type k .
Nk : the number of aircraft in fleet type k .
Dp : the unconstrained demand for itinerary fare class p .
f arep : the fare class for itinerary p .
δpi : a binary flag equal to 1 if itinerary fare class includes flight leg i, 0

otherwise.

count time : the time at which a snapshot of fleet utilization is taken

to ensure consistency with the available fleet.

tm : the last event before the count time , tm = count time−.

(I FAM )

min

∑
i∈L,k∈K

cki fki +
∑
p∈P

f arep tp (1)

s.t.

∑
k∈K

fki = 1 ∀i ∈ L

(2)∑
i∈I (k,o,t )

fki + ykot− =
∑

i∈O (k,o,t )

fki + ykot+,

∀k ∈ K, o ∈ A, t ∈ T (3)∑
o∈A

ykotm +
∑

i∈CL (k )

fki ≤ Nk ∀k ∈ K

(4)∑
p∈P

δpi Dp −
∑
p∈P

δpi t
p ≤

∑
k∈K

fki SEATSk ∀i ∈ L

(5)

tp ≤ Dp ∀p ∈ P
(6)

fki ∈ {0, 1}, ykot ∈ {0, 1}, tp ≥ 0,

∀p ∈ P, k ∈ K, i ∈ L, o ∈ A, t ∈ T

The objective function (1) minimizes the total cost of opera-

tions plus the cost related to spilled itinerary fare class demand.

This minimization is equivalent to profit maximization. Con-

straints (2) are the leg coverage constraints. Each flight leg has

to be operated by exactly one aircraft type. The flow conserva-

tion constraint related to each single event is ensured through

constraints (3). The limited size of each fleet is respected through

constraints (4). The count time can be seen as a fixed time where

a cut is applied on the network to ensure that the total aircraft of

each fleet type k on the ground at all airports plus those flying

at the time must not exceed the total aircraft Nk available for

type k . The capacity constraints (5) ensure that satisfied demand

fits with the number of seats available on any given leg. Last,

constraints (6) ensure that spill does not exceed unconstrained

demand for any given itinerary fare class.

We now propose a two-stage distributionally robust optimiza-

tion formulation derived from IFAM formulation to incorporate

the random nature of passenger demand vector D. Distribution-
ally robust optimization is an emerging and effective method to

address the inexactness of probability distributions of uncertain

parameters.

We formulate our problem assuming that passenger demand

spill decision variable is a second-stage variable. This way passen-

ger demand spill is only defined after realization of uncertainty

and we represent this dependency defining it as a function map

tp (D). We also assume the uncertainty of vector D is represented

through a probability distribution P that belongs to a family of

distributions D.

We present the formulation developed.
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(DI FAM )

min

∑
i∈L,k∈K

cki fki + sup

P∈D
EP[Q (f , D )] (7)

s.t. ∑
k∈K

fki = 1 ∀i ∈ L

(8)∑
i∈I (k,o,t )

fki + ykot− =
∑

i∈O (k,o,t )

fki + ykot+,

∀k ∈ K, o ∈ A, t ∈ T (9)∑
o∈A

ykotm +
∑

i∈CL (k )

fki ≤ Nk ∀k ∈ K

(10)

fki ∈ {0, 1}, ykot ∈ {0, 1},

∀i ∈ L, k ∈ K, o ∈ A, t ∈ T

where

Q (f , D ) =

min

∑
p∈P

f arep tp (D ) (11)

∑
p∈P

δpi Dp −
∑
p∈P

δpi t
p (D ) ≤

∑
k∈K

fki SEATSk ∀i ∈ L

(12)

tp (D ) ≤ Dp ∀p ∈ P
(13)

tp ≥ 0, ∀p ∈ P

The cost

∑
i ∈L,k ∈K

cki fki incurred during the first stage is deter-

ministic. In progressing to the second-stage, the random passen-

ger demand vector D is realized. We can then determine the cost

incurred at the second-stage. For a given first stage fleet type as-

signment decision, f , and a realization of the random passenger

demand vector,D, we evaluate the second-stage cost via the linear
optimization problem, Q ( f ,D). Since the fleet type assignment

is a repetitive daily process and the true probability distribution

of D is unknown and belong to a family of distributions set D

we are interested in the worst case expectation sup

P∈D
EP[Q ( f ,D)].

Note that it is a relatively complete recourse problem because

any first-stage solution leads to a feasible second-stage solution.

In order to be able to deal with large scale problems, our

two-stage distributionally robust optimization formulation must

admit a tractable reformulation. The reformulation is closely

related to the choices of ambiguity set that we make. On the

other hand these choices must correctly reflect properties of

historical data available.

In the next section we show that defining ambiguity sets by

linear relationships of uncertainty parameters and approximating

second-stage variables as affine functions of uncertainty param-

eters yields a tractable problem. We will also use techniques of

uncertainty dimensionality reduction as a further compromise

between optimality and tractability.

3 TWO-STAGE DISTRIBUTIONAL
REFORMULATION

3.1 Dimensionality reduction
In real case examples, the dimension of the random passenger

demand vector D can be in the range of thousands of itineraries.

This can impact performance of the formulationDIFAM . Employ-

ing dimensionality reduction techniques to reduce the number of

random variables under consideration can improve performance

of our formulations.

Here we assume there is a setW
′

of N demand data samples

available, W
′

= {D (i ) }Ni=1
, based on historical data, and use

this set to calculate the mean vector D̄, variance vector D̂ and

covariance matrix cov (D (i ) ).
A linear technique for dimensionality reduction, principal

component analysis, performs a mapping of the data to a lower-

dimensional space in such a way that the variance of the data in

the low-dimensional representation is maximized. Intuitively, we

change the system of coordinates and define this system by new

vectors Y , but we select only some of them, therefore reducing

dimension of the system. The new system of coordinates, vectors

{Y c }Cc=1
, are in fact normalized eigenvectors of the covariance

matrix cov (D (i ) ), where c is the index of the selected eigenvectors.
We refer to [17] for more details on principal component analysis

(PCA).

We execute a procedure to express the passenger demand

vectors, D (i )
, in the new system of coordinates, but before we

normalize the vectors D (i )
, using D̄ and D̂. Therefore we define

D (i )
′

= (D (i ) − D̄)./D̂, where ./ is a component wise division of

vectors.

We then compute the coordinates, X
(i )
c , in the system of coor-

dinates of the principal components vectors, {Y c }Cc=1
, where the

principal component vector has dimension |P |. The value of X
(i )
c

results from the expression:

X
(i )
c =< D (i )

′

,Y c >, (14)

where <,> is a dot product.

In the following we need the random vector to be nonnega-

tive, which may not be the case of components X
(i )
c . Hence, we

introduce a new random vector ξ (i ) where each component will

vary in the nonnegative interval [0,1]. Each component of ξ (i ) is
defined as

ξ
(i )
c = (X

(i )
c −max

i
(X

(i )
c ))/(min

i
(X

(i )
c ) −max

i
(X

(i )
c )), (15)

where max

i
(X

(i )
c ), min

i
(X

(i )
c ) are, respectively, the maximum and

minimum projection component values along each vectorY c con-

sidering all instances, i ∈ {1, . . . ,N }. X
(i )
c varies in the interval

[min

i
(X

(i )
c ),max

i
(X

(i )
c )] and as consequence ξ

(i )
c will vary in the

interval [0,1].

Using the above definition of ξ (i ) , we can define the compo-

nents of each demand vector D (i )
as

D
(i )
p = D1p +

C∑
c=1

D2pc ξ
(i )
c , (16)

where

D1p = D̄p + D̂p

C∑
c=1

min

i
(X

(i )
c )Y cp , (17)

D2pc = D̂p (max

i
(X

(i )
c ) −min

i
(X

(i )
c ))Y cp (18)

This is an important step in order to guarantee positive def-

inite matrices in the algorithm developed in Section 4 for our

distributionally robust ambiguity set.
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3.2 Ambiguity set and first-order deviation
moment functions

The tractability of a distributionally robust linear optimization

problem is dependent on the choice of the ambiguity set. Several

ambiguity sets have been proposed in the literature. In particular,

moment-based uncertainty sets assume that all distributions in

the distribution family share the same moment information. By

leveraging conic duality many distributionally robust optimiza-

tion problems with moment-based ambiguity sets can, in general,

be reformulated equivalently as convex problems. Although these

problems can be solved theoretically in polynomial time, they

are not efficient for large-scale instances.

In [8], a moment-based second-order conic representable am-

biguity set, D, is defined as

D =




P ∈ P0 (R
|P | )

�����������

D ∈ R |P |

EP[GD] = µ

EP[дi (D)] ≤ γi ∀i ∈ I

P(D ∈ U ) = 1




.

We assume random passenger demand vector D, but the same

results can be derived substituting for dimensional reduced ran-

dom vector ξ derived in the previous section.P0 (R
|P | ) represents

the set of all probability distributions inR |P | and new parameters

are defined asG ∈ Rn1×|P |
, µ ∈ Rn1

,γ ∈ R |I | , SOC (second-order

conic) representable support setU ∈ R |P | and SOC representable

functions дi ∈ R
|P |×1

.

D only contains valid distributions supported over the support

setU and moment information of uncertainties are characterized

via functions дi . The equality expectation expression allow the

modeler to specify the mean values of D.
The authors of [8] further reformulate the ambiguity set D as

a projection of an extended ambiguity set
¯D by introducing an

I -dimensional auxiliary random vector u in

¯D =




Q ∈ P0 (R
|P | × R |I | )

�����������

(D,u) ∈ Rp × R |I |

EQ[GD] = µ

EQ[u] ≤ γi ∀i ∈ I

P((D,u) ∈ Ū ) = 1




where Ū is the lifted support set defined as

Ū =


(D,u) ∈ R |P | × R |I |

������

D ∈ U

дi (D) ≤ ui ∀i ∈ I




They observe that the lifted ambiguity set has only linear expec-

tation constraints and show that the adaptive distributionally

robust optimization problem can be reformulated as a classical

robust optimization problem with uncertainty set Ū .

To be able to reformulate adequately our fleet assignment

problem DIFAM we must then define an ambiguity set D that

will lead to a polyhedron lifted support set Ū .

In [15] the authors define first-order deviation moment-based

functions дi (.) that are second-order conic representable as piece-
wise linear functions

дi (D) = max{hTi D − qi ,0} ∀i ∈ I .

They can be understood as the first-order deviation of uncer-

tain parameters along a certain projection hi truncated at qi . We

apply these moment-based functions to our problem and also

assume that the support setU is a polyhedron. We then define

our ambiguity set D as

D =




P ∈ P0 (R
|P | )

���������

D ∈ R |P |

EP[max{hTi D − qi ,0}] ≤ γi ∀i ∈ I

P(D ∈ U ) = 1




and the lifted support set Ū will be a polyhedron given as

Ū =




(D,u) ∈ R |P | × R |I |

���������

D ∈ U

0 ≤ ui ∀i ∈ I

hTi D − qi ≤ ui ∀i ∈ I




3.3 Affine decision rules
With the above definition of lifted support set we can apply,

to our DIFAM formulation, the reformulation proposed by [8]

for the adaptive distributionally robust optimization problem,

approximating second-stage variables tp as affine functions of the

lifted support set parameters (D,u), tp (D,u) = t0

p +
∑
i ∈P t

1

piDi +∑
i ∈I t

2

piui .

This reformulation is based on the dualization of the inner

problem of DIFAM , supP∈D EP[Q ( f ,D)], and by introducing

Lagrangian multipliers r and β to it (alternatively see [15] for

a summarized proof of this reformulation). This leads to the

following classical robust optimization problem:

(RRI FAM )

min

∑
i∈L,k∈K

cki fki + r +
∑
i∈I

γi βi

s.t.

r +
∑

ui βi ≥
∑
p∈P

f arep tp (D, u ),

∀(D, u ) ∈ Ū∑
p∈P

δpi Dp −
∑
p∈P

δpi t
p (D, u ) ≤

∑
k∈K

fki SEATSk ,

∀i ∈ L, ∀(D, u ) ∈ Ū

tp (D, u ) ≤ Dp ,

∀(D, u ) ∈ Ū∑
k∈K

fki = 1,

∀i ∈ L∑
i∈I (k,o,t )

fki + ykot− =
∑

i∈O (k,o,t )

fki + ykot+,

∀k ∈ K, o ∈ A, t ∈ T∑
o∈A

ykotm +
∑

i∈CL (k )

fki ≤ Nk ,

∀k ∈ K

tp (D, u ) = t 0

p +
∑
i∈P

t 1

piDi +
∑
i∈I

t 2

piui ,

∀p ∈ P

r ∈ R, βi ≥ 0, fki ∈ {0, 1}, ykot ∈ {0, 1}, tp ≥ 0,

∀p ∈ P, k ∈ K, i ∈ L, o ∈ A, t ∈ T

4 DATA-DRIVEN AMBIGUITY SET
A desirable ambiguity set should flexibly adapt to the intrinsic

structure behind real data, thereby well characterizing P and

attempting to reduce natural conservatism of robust solutions.

In face of complicated distributional geometry, making prior
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assumptions on the form of probability distribution or using clas-

sical uncertainty sets to describe their support have limited mod-

eling power. With this in mind we adopt a data-driven method-

ology to construct and define parameters of the support set and

moment-based functions associated with our ambiguity set.

4.1 Support Set
In what follows, we use the technical approach of [14] to con-

struct a support setU from data samples of the random variable

ξ . We assume there is a set W of N data samples available,

W = {ξ (i ) }Ni=1
, and this set is constructed from the sample of

demand vectors, D (i )N
i=1

, as explained in Subsection 3.1.

In [14] the authors propose piecewise linear kernel-based sup-

port vector clustering (SVC) as a machine learning technique

tailored to data-driven robust optimization. They explore the

SVC’s secondary effect that evolves the data samples inside a

sphere in a high-dimensional space [3]. They use this sphere to

characterize the uncertainty set. This mapping of data points to

a high-dimensional space is done by means of a kernel function.

Using well known techniques of machine learning they define a

linear kernel that, in turn, is used to define a polyhedral region

evolving the data in the original space.

Using these techniques, we define our data-driven support

setU as the region inside or in the borders of this sphere. This

sphere is given by the expression

U = {ξ | K (ξ ,ξ ) − 2

N∑
i=1

αiK (ξ ,ξ (i ) )+

+

N∑
i=1

N∑
k=1

αiαkK (ξ (i ) ,ξ (k ) ) ≤ R2}

Parameters α and R are derived by applying Lagrangian relax-

ation to the original formulation and the linear kernel is given

by

K (ξ (i ) ,ξ (j ) ) =
N∑
k=1

lk − |ξ
(i ) − ξ (j ) |1,

where lk = max1≤i≤N ξ
(i )
k −min1≤i≤N ξ

(i )
k . We refer to [3] for

details.

4.2 Moment-based functions
For moment-based functions we adopt the work of [15] where the

authors define a two-step procedure for determining parameters

hi and qi of our piecewise linear functions in order to capture

meaningful information from available data.

The directions hi are based on principal component analy-

sis (PCA) such that the data space becomes decorrelated along

each direction and the information overlap between different

directions is slight. Since our random vector ξ already comprises

decorrelated components we adopt vector hi as standard unit

vectors ei .
After that, several truncation points {qi } are set along each di-

rection hi . For each direction hi we choose 2J +1 well-distributed

truncation points. The first truncation point is set as the mean

value
¯ξi and the remaining 2J ones around the mean

¯ξi symmet-

rically based on a fixed step-size given as the variance
ˆξi along

the i-th direction.

In this way, we will have C (2J + 1) piecewise functions дi (.)
in total in the ambiguity set.

Intuitively, the parameter J can be deemed as the "size" of the

ambiguity set, which can be manipulated to adjust the conser-

vatism of the model. The more truncation points we have, the

more statistical information will be incorporated, which leads to

a smaller ambiguity set as well as a less conservative solution.

After determining the value of hi and qi , the next step is to

estimate the parameters γi empirically based on N available data

samples:

γi =
1

N

N∑
j=1

max(hTi ξ
(j ) − qi ,0)

Intuitively, with the values of size parameters γi increasing,
the DRO model becomes more conservative.

5 IMPLEMENTATION AND RESULTS
5.1 Implementation details
We report on experiments conducted with the formulations pro-

posed for the airline fleet assignment problem. Our objective is to

verify the performance of each solution in a long run operation

since fleet assignment is a daily repetitive process.

For our purposes, we create a small-sized hub-and-spoke air-

line instance, in which a unique major airport serves as a central

point for coordinating flights to and from other airports. This

way all our itineraries are composed of a maximum of two flight

legs. We consider a structure of 9 airports, 3 fleet types and 24

daily itineraries based on three fare classes. A flight schedule

with 21 flight legs is created and they are used to compose the

daily itineraries.

We test this operation under four different problem formula-

tions: IFAM , RRIFAM , as already presented in this study and two

other formulations RIFAM and RIFAM2. Formulation RIFAM
is a standard two-stage robust formulation where the objective

is given as the worst case performance and dimensionality re-

duction is performed the same way as for RRIFAM . Formulation

RIFAM2 is the same as RIFAM where no dimensionality reduc-

tion is performed.

We randomly generate a set of 400 demand vectors. They

are designed in a way that many itinerary demands are highly

correlated.

We use 100 demand vectors as historical training data to create

the ambiguity set of formulation RRIFAM and the 300 others to

simulate the airline operating period.

We use naive approaches to determine demand vectors for for-

mulations IFAM , RIFAM and RIFAM2. For formulation IFAM
we consider three demand scenarios of low, medium and high

total demand and consider the average of these three scenarios as

input to our IFAM formulated problem. For formulation RIFAM
and RIFAM2 we consider maximum and minimum demand val-

ues for each leg and consider a box uncertainty set where each

demand component varies within this interval.

With the solution of formulations IFAM ,RIFAM and RRIFAM
we simulate an airline operating period of 300 days and calculate

an objective of total operating costs plus total loss revenue. We

compare simulation results of the three formulations where our

focus is on analyzing objective value and time performance.

Conservatism regulation parameters of our ambiguity set are

fixed as v = 0.6 and J = 0. With v = 0.6, 100% of demand vectors

were considered inside or in the border of the support set (no

outliers). We calculate parameter C so that the sum of variances

in the direction of each principal component considered sums
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IFAM RIFAM RIFAM2 RRIFAM

Objective value 335747 638817 651081 488135

Total Time (s) 4.5 239.77 10950.47 9041.14

Number of variables 789 982 1366 1181

Number of constraints 450 - - -

Number of iterations - 32 49 81

Simulation Total cost* 1.38e8 1.35e8 (2.2%) - 1.32e8 (4.3%)

*In parenthesis percentage gain when compared to worst result

Table 1: Implementation and performance comparison of
fleet assignment formulations

up to a minimum of 90% of the sum of variances considering all

principal components. For the instance we created, C = 8 of 24.

To solve formulations RIFAM , RIFAM2 and RRIFAM we use a

master and adversarial problem approachwhere, at each iteration,

we use the adversarial problems to search for a demand scenario

instance that invalidates the master problem solution. See [7] for

more details on this solution approach.

Algorithms were coded in Julia [13] using JuMP and Cplex 12.7.

All algorithms were run in an Intel CORE i7 CPU 3770 machine.

5.2 Comparative performance of the
formulations

Table 1 presents the results of the implementation and solution

for the four different formulations. The relation between objec-

tive values are as expected since formulation IFAM is optimizing

against a specific demand scenario, formulations RIFAM and

RIFAM2 are optimizing against a worst case scenario and formu-

lation RRIFAM is optimizing an expected performance (worst-

case). RIFAM is designed to be a lower bound of RIFAM2 since it

considers less constraints (restricted uncertainty set), but the re-

sults show thatRIFAM is a reasonable approximation ofRIFAM2.

Since we use affine decision rules, formulations RIFAM , RIFAM2

and RRIFAM are themselves upper bound approximations of the

true optimal worst-case or worst-case expected performance.

Since we use auxiliary variables to compose affine decision rules

for formulation RRIFAM , it leads to more flexible results than

affine decision rules use original demand uncertainty.

The total time performance result is in direct link with the

number of variables of each formulation, although the number of

iterations for each of the robust formulations varies. In terms of

time performance, dimensionality reduction has been effective to

reduce total time. On the other hand, since the size of our airline

instance is small, additional measures should be put in place to

be able to deal with real large airline instances.

The simulation results are also as expected since the formu-

lation RRIFAM , in the long run, leads to the less costly total

solution. We note that there are no guarantees, in terms of the

mathematical model proposed, on how formulations IFAM and

RIFAM would perform in the long simulation run. We also note

that formulationRRIFAM is an approximation of the true optimal

result. Even though we would expect that, in the long simulation

run, result of worst-case expected performance of formulation

RRIFAM would out perform the two other formulations, and that

is the case.

6 CONCLUSION
Initial computational results have shown that our proposedmodel

can improve over other more traditional approaches. A further

study can analyze the quality of the approximations performed,

using real life data and comparing with data-driven stochastic

optimization approximation algorithms.
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ABSTRACT
5G networks will enable the creation of network slices to serve
very different user requirements. Flex Ethernet (FlexE) is a stan-
dard technology that provides strict isolation between slices,
also called hard slicing, by allocating capacity slots of physical
links to slices. The resulting resource allocation problem is called
Routing and Slot Allocation problem (RSA). We first prove that
this problem is NP-hard and cannot be approximated. Then, we
develop two matheuristics to efficiently solve the problem, by
leveraging on a combination of Column Generation and Gauss
Seidel procedures. The numerical evaluation, carried out by com-
paring the two matheuristics against a greedy algorithm over a
realistic IP-RAN networks, shows an optimality gap smaller than
7%, while reducing the reservation cost by 4% compared to the
greedy algorithm.

1 INTRODUCTION
The deployment of next generation 5G networks is paving the
road for custom and personalized network services. In particular,
due to the improvement in terms of end-to-end network capacity,
latency and reliability, it is now possible to envision the decompo-
sition of the physical network into several virtual sub-networks
with very different requirements. Each sub-network, also called
a slice, is independent from each other, and operated by different
players, often referred to as tenants. The partitioning of network
resources aims at guaranteeing that the requirements of tenants
are met in all slices.

The importance of network slicing relies on the fact that these
virtual networks can be designed to guarantee different Quality
of Service (QoS) requirements. In 5G networks [5], three main use
cases are commonly identified, namely enhanced Mobile Broad
Band (eMBB), ultra Reliable and Low Latency Communications
(uRLLC), and Massive IoT (mIoT), using the same physical in-
frastructure. The resources are provisioned inside each slice in
such a way that the SLA (Service Level Agreement) requirements
specified for each tenant can be met.

According to the isolation level, we categorize slicing tech-
nologies into soft and hard slicing. In soft slicing [1, 4], despite
that QoS performance guarantees are pledged to slices, the traf-
fic is actually multiplexed in a queuing system. A high load on
a physical link may introduce an additional latency for all the
slices that are routed through that link. And the traffic in one
slice may impact the other slices in case of congestion. However,
within hard slicing [8], each slice has dedicated resources at both
physical and MAC layers. Performance misbehaviors of one slice
can not have any influence on the other slices.

© 2019 Copyright held by the owner/author(s). Published in Proceedings of the
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The main technology used to provide hard isolation is Flex
Ethernet (FlexE) [10]. As mentioned in [1], it is a key enabler of
5G networks. The way FlexE can provide isolation between slices
is through the reservation of resources at physical and MAC
layers in a Time-Division Multiplexing Access (TDMA) fashion.
The capacity of physical ports inside FlexE-enabled devices is
allocated to each slice in the form of slots, i.e., multiples of a
fundamental unit, normally expressed in Gigabits. Once a slot is
allocated to a slice, it cannot be shared with another one. When
a slice is created, FlexE slots must be reserved on physical links
and user traffic must be steered through these slots. A network
controller is typically taking routing and slot allocation decisions
with the goal of minimizing unused resources.

In this paper, we present the Routing and Slot Allocation (RSA)
problem for hard slicing with FlexE in 5G networks where the
goal is to minimize the cost of resource reservations for a slice,
under the constraint that all services in the slice are accepted. We
show that this problem is NP-hard and it cannot be approximated
with constant factors unless P = NP. We also present an efficient
heuristic to quickly approximate the optimal solution.

The RSA problem is similar to problems such as the multi-
commodity network optimization problems with general step cost
functions [6], or the energy-aware routing with discrete link rates
problem [2]. However, a few key differences exist. Firstly, the prob-
lem studied by [6] considers splittable flows unlike our problems
where each service must be routed on a unique path. Secondly,
even though [2] consider unsplittable flows, we cannot apply
their method due to statistical multiplexing available in IP-RAN
networks (see Section 2.3). To the best of our knowledge, we are
the first to propose a column generation algorithm to solve this
problem.

The structure of the paper is the following. We explain hard
slicing in Section 2 and formally present the RSA problem in
Section 2.3. We then propose an extended formulation of the
problem in Section 3 and detail the column generation proce-
dure. We then show in Section 4 two heuristics and compare,
in Section 5, our heuristics on realistic 5G scenarios using IP-
RAN network. Finally, we conclude this paper and discuss future
works in Section 6.

2 HARD SLICING
Hard physical isolation between different slices can be acheived
with Flex Ethernet (FlexE). This section presents how the technol-
ogy works and the Routing and Slot Allocation problem (RSA).

2.1 Flex Ethernet for hard slicing
As shown in Figure 1, the Optical Internetworking Forum (OIF)
has designed the FlexE standard as an extension of the traditional
IEEE 802.3 standard for wired Ethernet. In more details, FlexE
is implemented at the layer 1.5 of the OSI stack, adding a shim
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Figure 1: Extension of IEEE 802.3 to support Flex Ethernet.

layer which is in charge of allocating transmission slots to each
slice with a fixed calendar, as presented in Figure 2. This rigid

Figure 2: Role of the FlexE shim.

mapping forces the bandwidth reserved over a sub-interface to
be expressed as a multiple of fundamental slot units. In the FlexE
implementation we considered, the bandwidth is reserved in
blocks of 5 Gb [10]. However, the first 5 slots allocated to each
slice can be of 1 Gb, for a finer bandwidth reservation.

Data packets from the FlexE shim are then mixed on different
PHY interfaces that carry all or part of the traffic coming from
one or more sub-interfaces. The PHY interfaces are then multi-
plexing in a TDMA fashion, according to 64/66-bit block data line
encoding. This multiplexing operation follows a rigid calendar,
which is shared between the transmitter and the receiver to let
the latter decodes the data when received.

2.2 Slot allocation policy
FlexE follows three bandwidth reservation rules: (i) it is necessary
to activate enough slots on a link to cover all the services of the
slice routed through that link; (ii) if there is enough activated

slots over a link to accommodate a new service, it is not necessary
to activate a new one; (iii) the slot activation sequence comes
with a given order. For instance, referring to Figure 3, Service 1
of 7 Gb and Service 2 of 3 Gb need to use the same FlexE link. For
Service 1, it is necessary to activate the first 5 1-Gb slots and 1
5-Gb slot, for a total of 10 Gb. This means that there are 3 Gb that
are activated and not used by Service 1 and that can be used "for
free" by Service 2. In particular, according to the FlexE standard,
it is not possible to activate a 5-Gb slot before having activated
all the 1-Gb slots. Thus, only the following link configurations
are allowed: 1 Gb, 2 Gb, 3 Gb, 4 Gb, 5 Gb, 10 Gb, 15 Gb, 20 Gb and
other multiples of 5 Gb slots.

Figure 3: Scheme of FlexE link utilization

On top of the three rules mentioned above, there is another
bandwidth reservation policy thatmust be followed in IP-RANnet-
works (IP networks for mobile radio networks in 4G or 5G). Fig-
ure 4 shows that in aggregation and core networks statistical
multiplexing can be used to save resources. The main idea of
statistical multiplexing is to assume all services crossing a link
will not be active at the same time. Therefore, it is possible to
reserve only a portion of the bandwidth required by the services.
However, it is necessary to reserve enough bandwidth to ensure
that (i) the scaled sum of the capacities of the services passes and
(ii) each service alone can pass. The scaling factor applied in the
aggregation and in the core network is different as it depends on
the number of services using the network. This mechanism is
referred to as Convergence Ratio (CR). The CR scaling factor can
be applied only to services that explicitly support it. For example,
if two services, requesting for 4 Gb each, are routed on a link
with a convergence ratio of 2, 4 Gb must be allocated as to allow
each service to be routed alone.

Figure 4: Convergence ratio (CR) in IP-RAN networks.

2.3 Routing and Slot Allocation problem
Let G = (V , E) be the graph representing the network, where V
is the set of nodes associated with the routers and E is the set
of links between the routers. For each link e ∈ E we consider a
positive cost Ce per unit of bandwidth used, a capacity be and,
a latency λe . In particular, be can be expressed as a multiple
of a basic unit, referred to as slot, whose size is defined by the
FlexE standard. For each link, it is possible to define a set of
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valid slot configurations Se that enumerates the possible slot
activations. To each link configuration s ∈ Se corresponds a
bandwidth utilization ξes .

A slice consists of a set of demands K to be allocated in the
network. Each demand k ∈ K is characterized by a source node
sk ∈ V , a destination node tk ∈ V , a bandwidth requirement Dk
and a latency bound Λk . As we are considering an IP-RAN net-
work, statistical multiplexing applies in some parts of the network
for the subset KC ⊆ K of the demands. For each link e , we define
a CR factor µe and the amount of bandwidth used by a demand
k ∈ KC is given by De

k = µeDk . However, the bandwidth alloca-
tion of a link with statistical multiplexing must ensure that each
demand in KC can be routed alongside the demand without con-
vergence ratio. Thus, the bandwidth usage of a link e to allocate
the set of demands Ke , it is given by

u(e,Ke ) =
∑

k ∈Ke∩KNC

Dk +max ©«
∑

k ∈Ke∩KC

De
k , max

k ∈Ke∩KC

Dk
ª®¬ (1)

where KNC ⊆ K is the set of demands that are not requesting for
statistical multiplexing.

The Routing and Slot Allocation problem (RSA) consists in
computing a feasible path for all demands within the slice, while
respecting the link capacities and delay constraints and minimizing
the cost of resource reservation in the network.

3 COLUMN GENERATION MODEL
In this section, we first formulate the problem via an Integer
Linear Program (ILP). As this model requires an exponential
number of variables, we propose a pricing procedure, based on
Column Generation (CG) techniques to dynamically add the
necessary variables.

3.1 Problem formulation
For each demand k ∈ K , we denote by Pk the set of all possible
paths between source sk and destination tk . The number of paths
for each demand can be exponential. For each demand k and each
path p ∈ Pk , a binary variable xkp is equal to 1 if the path p is
used by demand k , 0 otherwise. For this extended model we also
consider the slot configuration variables yes for each e ∈ E and
s ∈ Se defined in the previous section.

The following ILP FlexE-CG is a valid formulation for the FlexE
problem.

min
∑
e ∈E

Ce
∑
s ∈Se

ξesyes (2a)

s.t
∑

k ∈KNC

∑
p∈Pk :e ∈p

Dkxkp

+
∑
k ∈KC

∑
p∈Pk :e ∈p

µeDkxpk ≤
∑
s ∈Se

ξesyes ∀e ∈ E (2b)∑
k ′∈KNC

∑
p∈Pk′ :e ∈p

Dk ′xpk ′

+
∑

p∈Pk :e ∈p

Dkxkp ≤
∑
s ∈Se

ξesyes ∀e ∈ E,k ∈ KC (2c)∑
p∈Pk

xpk ≥ 1 ∀k ∈ K (2d)∑
s ∈S

yes ≤ 1 ∀e ∈ E (2e)

xpk ∈ {0, 1} ∀k ∈ K,p ∈ Pk (2f)

yes ∈ {0, 1} ∀e ∈ E, s ∈ Se (2g)

The inequalities (2b) are the traditional capacity constraints
on each link e where the amount of traffic for demands in KNC

and demands scaled with the convergence ratio in KC must be
smaller or equal than the size of the activated slot ξes . Inequal-
ities (2c) ensure that each demand in KC can be routed on its
own. Inequalities (2d) ensure that at least one path is assigned
to one demand. Inequalities (2e) guarantee that only one slot
configuration is activate on each link. Remark that, as we aim
at minimizing costs which are positive, it is useless to take two
paths for each demand. In order to help the pricing procedure,
we do not consider strict equality in (2e). The inequalities (2f)
and (2g) are the integrality constraints.

Pricing procedure. Since the model FlexE-CG has an exponen-
tial number of variables, it is necessary to propose a pricing pro-
cedure to generate only the necessary columns (i.e., to activate
variables) inside the CG algorithm. Indeed, the pricing procedure
is a sub module of the CG algorithm allowing to generate only
the necessary columns that improve the linear relaxation of the
FlexE-CG model and allow to reach the optimal relaxed solution.
The pricing procedure consists in solving a sub problem to define
if there exists a column such that the associated constraint in the
dual formulation is violated([3]).

At each step of the column generation algorithm, we obtain
the optimal dual values δ∗ ∈ RE+ , π∗ ∈ R

E ·KC
+ , γ ∗ ∈ RK+ , θ∗ ∈ RE+

associated with the inequalities (2b), (2c), (2d), (2e), respectively.
Thus, for a given demand k ∈ K , the separation of a violated dual
constraint is equivalent to finding a path p such that

−
∑
e ∈p

De
kδe −

∑
e ∈p

Dkπ
k
e + γk > 0 (3)

if k ∈ KC, and the following if k ∈ KNC:

−
∑
e ∈p

Dkδe −
∑
e ∈p

∑
k ′∈KC

Dkπ
k ′
e + γk > 0 (4)

For each demand k ∈ KC (resp. k ∈ KNC), the constrained
shortest path where the cost on each link is e ∈ E byDe

kδe+Dkπ
k
e

(resp. Dkδe +
∑
k ′∈KC

Dkπ
k ′
e ) solves the pricing procedure. If

solved optimally, it guarantees that a path is found if it exists.
If the cost of the shortest path is strictly smaller than γk , then
we add the column (variable) associated with this path and this
demand to the problem. If for all demands, no columns are added,
the column generation procedure terminates.

Note that additive end-to-end QoS constraints, such as delay,
jitter or packet loss (taking the logarithm), can be integrated in the
path computation procedure. In our heuristic algorithm, we use
well-known algorithms such as LARAC [9] or GEN-LARAC [11]
to solve the constrained shortest path problem.

3.2 Column generation algorithm
As mentioned in Section 3.1, the FlexE-CG formulation contains
an exponential number of variables and is adapted to a column
generation algorithm to solve its relaxation. Figure 5 depicts the
whole procedure where the fractional solution is then fixed to
integer using a rounding algorithm. Column generation relies
on a pricing problem to generate variables on-the-fly instead of
enumerating them in the master problem. We combine it with a
constraint generation procedure for constraints (2c) to avoid any
stability issue and improve convergence speed.

The algorithmworks as follows: first, we warm-start the FlexE-
CG model with a solution found using a greedy algorithm (see
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Algorithm 2 for more details). Then, we proceed with the follow-
ing steps:

1) The column generation alternates between solving the
master problem and the pricing problems:
a) We solve a reduced FlexE-CG, i.e., FlexE-CG with a sub-

set of paths, using a linear solver.
b) Using the dual values of FlexE-CG, for each demand, we

look for constrained paths that violate (3) or (4), using
the LARAC algorithm. If we find any, we add them to
FlexE-CG and go back to step 1a).

2) We then search for any violatedmultiplexing constraint (2c).
If none is violated, we have an optimal solution z∗LP for
the relaxation, otherwise we go back to step 1.

Algorithm 1 Randomized rounding

Input: A network G = (V , E), link capacity be , ∀e ∈ E, set of
demands K, set of paths P̄ =

⋃
k ∈K P̄k , vector x ∈ R |P | of value

for each path
Output: Set of paths P
1: p∗k ← ∅, ∀k ∈ K
2: Ke ← ∅ ∀e ∈ E
3: for demand k ∈ K do
4: while P̄k , ∅ do
5: p̃ ← path drawn at random from P̄k with

Pr (p is selected) = xp∑
p∈P̄k

xp
∀p ∈ P̄k

6: if ∀link e ∈ p̃ : u(e,Ke ∪ {k}) ≤ be then
7: p∗k ← p̃

8: for ∀link e ∈ p̃ do
9: Ke ← Ke ∪ {k}

10: break
11: else
12: xp ← 0
13: Pk ← Pk \ p̃

14: KREJ ← {k ∈ K : p∗k = ∅} ◃ Get set of demands not routed
15: return

⋃
k ∈K {p

∗
k } ∪Greedy(G,KREJ,Ke ,b)

Randomized Rounding. Since the column generation proce-
dure only provides a relaxed solution for FlexE-CG, we need to
derive an integral solution from it. We propose a randomized
rounding algorithm, shown in Algorithm 1. For each demand,
we randomly (with uniform distribution) choose a path amongst
all the paths generated during the column generation procedure.
The probability of choosing a path p is given by

P(k is routed on p) = x∗pk

where x∗pk is the value of xpk in the optimal solution of the
relaxation of FlexE-CG. We check that the selected path can be
routed on the current network configuration. If this is the case,
we update the link-slot allocation and move to the next demand.
Otherwise, we remove the path from the set of possible paths
and pick a new one at random. If there is no more path in the
pool, we add the demand to the list of rejected demands. Once all
demands are considered and if the list of rejected demands is not
empty, we try to find a solution for the rejected demands with
the greedy algorithm.

Parallelization. As depicted below in Figure 5, the master prob-
lem and the pricing problems are solved iteratively but columns
in the pricing can be generated in parallel. In the rounding step,

we run in parallel several randomized rounding routines to en-
sure that the final solution will be integer and feasible. Finally,
the best solution among those provided in the rounding step is
selected.

Figure 5: Algorithmic framework to solve FlexE-CG.

4 HEURISTICS
In this section, we present two heuristics we designed to solve
the RSA problem. The first one is a simple greedy algorithm
that we use as benchmark. The second one is an adaptation of
a procedure from the literature [7] to solve a network planning
problem with splittable flows and no considerations on statistical
multiplexing.

4.1 Greedy algorithm

Algorithm 2 Greedy algorithm

Input: A network G = (V , E), link capacity be , ∀e ∈ E, set of
demands K to route, set of demands Ke on each link e
Output: Set of paths P
1: P ← ∅
2: Ke ← ∅, ∀e ∈ E
3: for demand k ∈ K do
4: Ek ← {e : u(e,Ke ∪ {k}) ≤ be }

5: wk (e) =

{
1 if A(u(e,Ke )) ≥ u(e,Ke ∪ {k})

1 +Ce otherwise
∀e ∈ Ek

6: Build weighted graph Gk = (V , Ek ,wk )

7: Find shortest path p from sk to tk in Gk

8: P ← P ∪ {p}
9: for link e ∈ p do
10: Ke ← Ke ∪ {k}

return P

Algorithm 2 is a greedy algorithm that selects a path, for each
demand, by solving a constrained shortest path problem and
update the slot allocation accordingly.

For each k ∈ K , we build a weighted graph Gk = (V , Ek ,wk )

and search for a constrained shortest path from sk to tk on Gk

using the LARAC algorithm [9].
The weightswk

e are chosen in order to favor paths that do not
need a bigger slot allocation to route k and is given by

wk (e) =

{
1 if A(u(e,Ke )) ≥ u(e,Ke ∪ {k})

1 +Ce otherwise.

where Ke is the set of demands on e and A(x) returns the mini-
mum bandwidth allocation needed to route x units of bandwidth.
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We also filter out links that do not have enough capacity to route
demand k . Once a path p is found, we update the sets Ke for each
link on p and move on the next demand.

4.2 Gauss-Seidel algorithm

Algorithm 3 Gauss-Seidel algorithm

Input: A network G = (V , E), link capacity be∀e ∈ E, set of
demands K, set of paths P = {pk : ∀k ∈ K}
Output: Set of paths P
1: ECAND ← E
2: while ECAND , ∅ do
3: Ke ← {k : e ∈ pk } ∀e ∈ E
4: ẽ ← arg maxe ∈ECAND Ce × (S(u(e,Ke )) − u(e,Ke ))
5: ECAND ← ECAND \ ẽ
6: (POLD,KOLD,bOLD) ← (P,Kẽ ,bẽ )
7: bẽ ← ⌊S(u(ẽ,Kẽ ))⌋
8: for demand k ∈ KOLD do
9: for link e ∈ pk do
10: Ke ← Ke \ k

11: pk ← ∅

12: PNEW ← P ∪Greedy(G,KOLD,Ke ,b)
13: if Cost(PNEW) < Cost(POLD) then
14: P ← PNEW
15: else
16: P ← POLD
17: Restore (POLD,KOLD,bOLD) as current solution
18: return P

Finally, we present a Gauss-Seidel procedure in Algorithm 3
that aims at improving any existing solution, similar to the link-
rerouting algorithm in [7]. It is a local search heuristic which tries
to reduce the number of active slots of each link by rerouting
demands on new paths.

More precisely, for a valid solution, the algorithm chooses the
link ẽ with the most free bandwidth on it, weighted by its cost,
i.e,

arg max
e ∈ECAND

Ce × (A(u(e,Ke )) − u(e,Ke ))

where ECAND is the set of links not yet considered for removal.
We remove all demands using e from the network and reduce
the number of slot on e by one, e.g., if e was a FlexE link with a
reservation of 15G, we reduce it to 10G. We then greedily route
the removed demands on the new network configuration. If we
obtain a lower cost with the new routing, we use it as our new
best solution. Otherwise, we restore the link to its previous slot
configuration, restore the removed demands on their previous
paths. We continue until all links have been considered.

5 NUMERICAL RESULTS
In this section, we present numerical results to compare the
algorithms on an IP-RAN scenario. The compact formulation
(not presented in this paper) and the FlexE-CG model have been
solved using CPLEX 12.7 and all algorithms have been executed
on a server with 4 Intel(R) Xeon(R) CPU E5-4627 v2 @ 3.30GHz
and 504GB of RAM.

5.1 IP-RAN scenario
We generate instances of an IP-RAN network with multiple do-
mains connected to a mesh network. Each domain is composed

Topology type Instance name # Nodes # Edges # Demands

Small VLAN|FlexE50 50 60 60
Middle VLAN|FlexE1250 1250 1600 300
Large VLAN|FlexE5000 5000 6000 600

Table 1: Number of nodes, edges and demands for each in-
stance type

of a set of nodes connected in single or dual-homing (access
network) to a ring with probabilistic shortcuts (aggregation net-
work). Services in slices can exists between nodes in the access
networks or between a node in an access network and a node in
the core network. The bandwidth requirement of services is ran-
domly chosen between 50 Mb and 1 Gb. We consider two types of
scenarios: hard slicing, denoted FlexE, and soft slicing, denoted
VLAN (Virtual LAN), a candidate technology for this scenario.
For VLAN, we assume that the granularity of each slot is 1 Mb,
which is negligible compared to the size of the smallest demand.
All algorithms are executed with a time limit of one hour. Results
are averaged over 5 trials. A summary of the parameters used in
the experiments is shown in Table 1.

Lower bounds: Figure 6 shows the lower bounds obtained with
the compact formulation and the optimal solution z∗LP of the re-
laxation of FlexE-CG. The compact formulation can provide the
optimal solution for small instances; we can thus evaluate the
quality of the bounds computed by FlexE-CG. On small VLAN sce-
narios (i.e., with 50 demands), the bounds provided by FlexE-CG
are close to the optimal (less than 3%); however they are larger for
the hard slicing scenarios (around 22%) as the bigger granularity
of FlexE worsens the relaxation of the objective function.

Onmiddle size instances (i.e., with 1250 demands), the compact
formulation cannot be solved to optimality within the one-hour
limit. Moreover, the bounds computed is much smaller than the
ones computed by FlexE-CG. Thus, we use the bounds of FlexE-
CG to evaluate the solutions of our algorithms on middle and
large instances.

Solution quality: In Figure 7, we compare the solutions of
the greedy and FlexE-CG algorithms, improved by the Gauss-
Seidel algorithm, in terms of gap to the best lower bound, i.e., the
compact solution for small instances and the FlexE-CG bounds for
middle and large instances. The gap is computed as (zSOL−LB)/LB,
where zSOL is the value of the solution and LB is the best known
lower bound of the instance. Solutions of the compact formulation
provided by CPLEX are not shown as CPLEX cannot return a
valid solution in one hour.

First, we can see that the greedy provides good solutions,
whose gap is 10.5% in the worst case. FlexE-CG can further im-
prove the solution provided by the greedy algorithm and, on
average, the gap is reduced by 3.8%. Moreover, FlexE-CG solu-
tions are close to the optimal on soft slicing scenarios, with a gap
smaller than 1.4%. The gap of hard slicing scenarios is larger, up
to 6.2%, on middle size instances. However, the gap to optimality
might be smaller as the bounds for hard slicing are not as tight
as the ones for soft slicing.

Computational time: Finally, in Figure 8, we compare the com-
putational time of the algorithms. The compact formulation is
quite slow to be solved compared to the other algorithms. While
it takes up to 36s, on average to solve small instances, FlexE-CG
finds a solution in less than 2 s and the greedy algorithms takes
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Compact Greedy FlexE-CG
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tained with the compact formula-
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of each algorithms.

less than 20 ms. As previously mentioned, the compact formu-
lation exceeds the time budget on middle instances. The greedy
remains efficient as it takes less than one second even for large
instances. FlexE-CG, instead, is considerably slower than greedy
for middle and large scale networks, but it provides for better
results.

Given the different performance in terms of optimality gap
and execution time of the two approaches, they could be used
in parallel to efficiently solve the RSA problem. The greedy al-
gorithm can be used to quickly accept demands in an online
fashion, while FlexE-CG can be used to periodically reconfigure
the network and minimize the total resource reservation cost.

6 CONCLUSION
In this paper, we presented the Routing and Slot Allocation prob-
lem for 5G hard slicing. We modeled the problem using math-
ematical programming and proposed an extended formulation,
solved using column generation. We analyzed its strength against
a basic integer linear formulation. Based on this extended formu-
lation, we derived a matheuristic, referred to as FlexE-CG, that we
benchmarked against a greedy algorithm. We also strengthened
ourmatheuristic through an adaptation of the Gauss-Seidel proce-
dure allowing to improve the performances of the two heuristics.
We showed that the extended formulation can provide good dual
bounds in a reasonable amount of time compared the the compact
formulation. The derived heuristic manages to obtain an optimal-
ity gap smaller than 7%, while improving the cost value of the
solutions provided by the greedy up to 4%. In future works, we
will propose valid inequalities to reduce the computational time
of our matheuristic and increase the dual bound. Furthermore,
we will investigate on others matheuristics and exact method
based on our extended formulation.
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ABSTRACT
Real-time train scheduling is a complex network optimization
problem, which is receiving increased attention from scientists
and practitioners. Despite a vast literature on optimization al-
gorithms for train dispatching, there are very few examples of
real-life implementations of such algorithms. Indeed, the tran-
sition from theory to practice poses several critical issues, and
many simplifying assumptions must be dropped. MILP models
become more involved and hard to solve in the short time avail-
able. Here we describe how we successfully tackled these issues
for dispatching trains on a railway in the north of Norway and
Sweden.

1 INTRODUCTION
Railway infrastructure is increasingly congested: passenger traf-
fic is expected to grow by 3.2% yearly for the next 8 years, while
freight traffic by 1.4% ([13]). Increasing pressure results in poorer
punctuality. In principle, one could augment capacity by build-
ing more infrastructure, but this requires large investments and
the benefits will only be available after some years. A quicker
and cheaper way to increase capacity is to improve traffic man-
agement by network optimization. Several recent studies have
shown improvements in the punctuality ranging from 10% to
100% [3, 6, 9, 10, 12]. In these and all other papers presented in a
large literature (for recent reviews, see [4, 8]), the train schedul-
ing problem is represented by means of event graphs. The seminal
example is probably Balas’ disjunctive graph introduced in [1]
(where each node represents the starting of an operation), later
extended to cope with blocking, no-wait job-shop scheduling
problems by Mascis and Pacciarelli [11].

Despite this huge body of academic studies and successful
stories, there have been only a few implementations of real-time
train scheduling algorithms in real life [2, 9, 10]. Things are
rapidly changing now, thanks to an increased interest by infras-
tructure managers worldwide in automatic train traffic control
systems capable of maximizing punctuality or average velocity1.
In this paper, we describe one such implementation, focusing
on the modelling and algorithmic challenges we had to tackle
when moving from theory to practice. First, standard simplifying
assumptions must be discarded in order to produce solutions
which are practically viable. Next, new solution approaches must
be developed and implemented in order keep the computation
time of the optimal solution in the range of few seconds. Indeed,
Fischetti and Monaci [5] showed that state-of-the-art solvers are

1In [2], a large North-American railway company claims that a 1% increase in
average velocity of their freight trains brings to the company $200 million savings.

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the
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already unable to tackle rather small instances of the MILP mod-
els derived from the event graphs of these type of scheduling
problems.

The implementation we discuss in this paper is applied to a
critical part of the railway network that runs from Sweden to the
coast of Norway, also known as the "Iron Ore Line". This single
track line, well within the arctic circle, was originally built to
transport iron ore from northern Sweden to the ice free waters
of Narvik in northern Norway. The line is also used by a few
passenger trains per day. In recent years, the increased number
of iron ore trains as well as other types of freight trains has
challenged the capacity of the line. An optimized dispatching
could help ensuring that the physical capacity is used to its full
extent.

One peculiar challenge of this piece of railway comes from its
incline. This affects the speed of the heavy trains and may also
affect their ability to stop in some of the stations. For example,
fully loaded freight trains travelling from the iron ore mines in
Sweden to Norway have constraints regarding where they are
allowed to stop, while lighter freight trains travelling towards
Sweden are allowed higher speed and flexibility. Moreover, some
freight trains are also too long for some of the side tracks in
certain small stations. Passenger trains may have limitations too.
In fact, most of the stations do not have passenger platforms in all
their internal tracks, constraining the number of passenger trains
that are able to meet in the station. Instead, for all type of trains,
another important aspect is the variability of their travel times.
Indeed, moving from a stopped condition requires some time to
accelerate; similarly, stopping a train requires a deceleration and
thus extended running times.

All these practical constraints are usually ignored in theoreti-
cal works but they are crucial in real-world applications, requir-
ing more refined models. In this work, we mainly focus on two
aspects: a) being able to define a more diverse set of constraints
within each station; b) model travel times of each train based on
its stopping pattern.

Our starting point is the recent Benders’ like decomposition
approach to train rescheduling presented in [7, 9], extended to
cope with all new physical and logical constraints. In this paper,
we discuss the new features and the decomposition approach for
this MILP problem. Furthermore we describe the actual imple-
mentation which has been tested by dispatchers on the iron-ore
line.

2 A MILP FORMULATION
We start our description by considering a slightly simplified
version of our problem, where the travel times of trains are fixed
and do not depend on whether they stop.

The Iron Ore Line consists of a sequence of small stations and
single-tracks. We follow here the micro-macro decomposition ap-
proach proposed in [7]. The macro problem is associated with the
railway line, considered as a sequence of capacitated resources,
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Figure 1: Iron Ore Line

Figure 2: Line decomposition
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alternating stations and tracks (see Figure 2). Observe that at this
macro level, we avoid the detailed description of the movements
(i.e. routing and scheduling) of each train in every station which
is instead represented by the expected total time spent in the
station. The micro problem is associated with the routing and
scheduling of trains within each station and track, according to
the arrival and departure times established by the macro problem.
The decomposition allows us to treat the constraints generated in
the micro level (e.g., track assignment, capacity) independently of
each other. In Section 4 we will see how this decomposition can
be exploited to solve the MILP model in a master-slave fashion.
Instead, in this section we focus on describing how to formu-
late the constraints arising both at the macro and micro level,
describing train movements.

For the line (or macro) problem, each train a ∈ A is assigned
a route, i.e., an ordered sequence nr1

a ,n
r2
a , . . . ,n

rq
a of route nodes,

where ri ∈ R, i = 1, . . . ,q is a line resource, either a track or a
station2, and r1, rq are the origin and destination station, respec-
tively. In this aggregation scheme, between each pair of nodes
that represent two adjacent stations, there is always a track node.

LetN be the set of all route nodes for all trains inA,NO ⊂ N be
the set of all nodes associated with origin stations, and ND ⊂ N

2Other decomposition schemes are possible, for instance by collapsing entire railway
region in a single node of our master line problem.

the set of all nodes associated with destinations. We associate
a scheduling variable tra ∈ IR with each route node nra ∈ N ,
representing the time train a enters the resource r . There is also
a fictitious variable to ∈ IR, which serves as a reference time for
all trains (typically, but not necessarily, we have to = 0). Thus,
we have

tra − to ≥ Γa , nra ∈ NO , (1)

where Γa is the earliest time train a can enter the network. Now
let nra ,nr+1

a ∈ N be two consecutive route nodes in a particular
train route. Note that the time a train exits a resource is precisely
the time the train enters the subsequent resource in its route.
Therefore, the following constraints hold:

tr+1
a − tra ≥ Λra , nra ∈ N \ ND , (2)

whereΛra is theminimum time it takes traina to traverse resource
r . Moreover, for the destination nodes we have:

touta − tra ≥ Λra , nra ∈ ND , (3)

where the fictitious touta ,a ∈ A, represents the time traina “leaves”
the railway network, i.e., it concludes its journey at the arrival
station. Constraints (1), (2), and (3) are usually called precedence
constraints, and they model the free running of a train, i.e., the
minimum time required by a train to travel along its routewithout
obstacles from other trains. Incidentally, even if we will not make
explicit use of the underlying event graph, it is worth mentioning
here that this is built by associating a node with every time
variable and a directed edge with every constraint (1), (2), and
(3).

In general, one has to consider the interactions between trains
travelling in the same network. Observe that, for a pair of distinct
trains a,b traversing a resource r , exactly one of the following
three conditions must occur:

(1) train a and b meet in resource r
(2) train a traverses resource r before train b
(3) train b traverses resource r before train a

Consider now a set of distinct trains A(r ) ⊆ A traversing a re-
source r . For each ordered pair of distinct trains (a,b) ∈ A(r ) ×
A(r ), we defineyrab to be equal to 1 if a exits r before b enters, and
0 otherwise. Furthermore, for each pair of trains {a,b} ⊆ A(r ),
we introduce the binary variable xrab , which is 1 if and only if a
and b are simultaneously (i.e., they meet) in resource r . Then, we
have that

yrba + y
r
ab + x

r
ab = 1, {a,b} ⊆ A(r ), r ∈ R. (4)

Accordingly, for every {a,b} ⊆ A(r ), r ∈ R, the schedule t will
satisfy a family of (indicator) disjunctive constraints as follows3:

(i) yrab = 1 =⇒ trb − tr+1
a ≥ 0,

(ii) yrba = 1 =⇒ tra − tr+1
b ≥ 0,

(iii) xrab = 1 =⇒

{
tr+1
b − tra ≥ 0

tr+1
a − trb ≥ 0

,

yrab ,y
r
ba ,x

r
ab ∈ {0, 1}.

(5)

Indeed, yrab = 1 implies that a exits r before b enters r and,
similarly, yrba = 1 implies that b exits r before a enters. On the
other hand, when xrab = 1, then both a and b exit the sector r
after the other train enters it (i.e., they meet in r ). Exploiting the

3Constraints (5) are associated with special entities of the event graph called dis-
junctive (alternative) edges, see for instance [11].
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big-M trick, the family of disjunctive constraints in (5) can be
easily linearized as follows:

(i) trb − tr+1
a ≥ −M(1 − yrab ),

(ii) tra − tr+1
b ≥ −M(1 − yrba ),

(iii) tr+1
b − tra ≥ −M(1 − xrab ),

(iv) tr+1
a − trb ≥ −M(1 − xrab ),

yrab ,y
r
ba ,x

r
ab ∈ {0, 1},

(6)

A final set of constraints in the macro program will be used to
represent the infeasibility of the micro problems, which in turn is
associated to the resources in which the railway is decomposed.

Now, let t∗ be a schedule that satisfies constraints (1), (2), (3),
and (6), and suppose t∗ minimizes a given objective function c(t).

If the timetable t∗ is feasible for every micro problem (i.e.,
for every station and every track section between successive
stations), then it is feasible and optimal also for the overall prob-
lem. Otherwise, at least for one station or one track section, the
time schedule decided by the macro problem cannot be attained.
There may be several reasons for such infeasibility. Here we will
describe the case where feasibility depends only on the set of
trains simultaneously in the resource. For example, two passen-
ger trains are not able to meet in a station where there are two
internal tracks but only one passenger platform, but two freight
trains may meet. On a single track no two trains can meet. Two
short trains may pass each other in a siding, but not two long
trains. Etc.

So, let r ∈ R be a set of trainsQ ⊆ Aminimally infeasible for r ,
if the trains in Q cannot meet simultaneously in r , but all proper
subsets of trains in Q can meet. We define the set of A(r ) ⊂ 2A
as the family of minimally infeasible set of trains for r . Clearly,
for anyQ ∈ A(r ), at least two trains4 inQ cannot meet in r . Note
that if, according to a solution (t∗,x∗,y∗), all trains in Q meet
in r , then we have

∑
{a,b }⊆Q x∗rab =

( |Q |
2
)
(namely the number

of pairwise meetings in r of trains in Q is precisely
( |Q |

2
)
). To

prevent this to happen when the set Q is minimally infeasible,
we can thus write the constraint:

∑
{a,b }⊆Q

xrab ≤

(
|Q |

2

)
− 1, Q ∈ A(r ), r ∈ R. (7)

In conclusion, a completeMILP formulation can be obtained by
considering as objective function c(t) the sum of the arrival times
at destination of the trains, subject to constraints (1), (2), and (3)
for all routes, and constraints (4), (6), and (7) for all resources
r ∈ R and all the minimally infeasible sets Q ∈ A(r ) of trains.

4Observe that, by Helly’s property, if every pair of trains inQ meet in r , then there
exist a point in time where all trains in Q are simultaneously in r .

The full model can be written as follow:
min c(t)

subject to:

tra − to ≥ Γa , nra ∈ NO

tr+1
a − tra ≥ Λra , nra ∈ N \ ND

touta − tra ≥ Λra , nra ∈ ND

yrba + y
r
ab + x

r
ab = 1, {a,b} ⊆ A(r ), r ∈ R

trb − tr+1
a ≥ −M(1 − yrab ), {a,b} ⊆ A(r ), r ∈ R

tra − tr+1
b ≥ −M(1 − yrba ), {a,b} ⊆ A(r ), r ∈ R

tr+1
b − tra ≥ −M(1 − xrab ), {a,b} ⊆ A(r ), r ∈ R

tr+1
a − trb ≥ −M(1 − xrab ), {a,b} ⊆ A(r ), r ∈ R∑
{a,b }⊆Q

xrab ≤
( |Q |

2
)
− 1, Q ∈ A(r ), r ∈ R

yrab ,y
r
ba ,x

r
ab ∈ {0, 1}, {a,b} ⊆ A(r ), r ∈ R

tra ∈ IR, nra ∈ N

touta ∈ IR, a ∈ A

to ∈ IR.

(8)

As mentioned above, the cost function c(t) in (8) usually consists
of the sum of the weighted arrival time at destination of all trains,
that is c(t) =

∑
a∈Awat

out
a , where wa is the weight of train a.

However, this can be generalized to more complex functions. For
example, an objective function commonly used in the railway
industry is a piece-wise linear one, where the delay of a train is
taken into account only if it is greater than few minutes5.

3 AN EXTENDED MILP FORMULATION
As discussed in the previous section, the model in (8) assumes
that travel times in tracks are constant and do not depend on
the fact the train has stopped at the previous station or that it is
going to stop in the next station. Similarly with travel times in
stations. While this assumption is usually tolerated for passenger
trains, it cannot be applied to heavy freight trains. In fact, they
usually need a very long time to reach the nominal speed after
they stopped, and to reach a full stop when travelling at nominal
speed. Based on theese observations, we identified four different
running times for each track and two different running times for
each station.

We define by RT ,RS ⊂ R as the sets of resources that represent
tracks and stations, respectively. Now, for each track r ∈ RT and
for each train a ∈ A we have:

• Λra : the minimum running time if a does not stop at the
previous or next station;

• Λra + ∆̄
r
a : the minimum running time if a stops at the next

station but not at the previous one;
• Λra + ¯

∆ra : the minimum running time if a stops at the
previous station but not at the next one;

• Λra + ∆̄
r
a + ¯

∆ra : the minimum running time if a stops both
at the previous and next station.

Instead, for each station r ∈ RS and for each train a ∈ Awe have:
• Λra : the minimum running time if a does not stop in this
station;

• Λra + ∆ra : the minimum running time if a stops in this
station.

In order to include this flexible running times into model (8), we
introduce binary variables zra ,a ∈ A, r ∈ RS that are equal to

5Note that the delay of a train a ∈ A can be computed by subtracting the originally
scheduled arrival time at destination from t outa .

80



1 if train a stops in station r , 0 otherwise. In other words, we
introduce this additional (indicator) constraint:

zra = 0 =⇒ tr+1
a − tra = Λra . (9)

Similarly to what done in (6), we can linearize this constraint by
using the big-M trick:

tr+1
a − tra ≤ Λra +Mzra . (10)

Indeed, when zra is equal to 0, then this constraint together with
(2) imply that the travel time of train a in r is exactly Λra , which
means that the train did not stop and traversed the station at its
nominal speed.

With these “stopping” binary variables at hand, we can now
define the constraints that model the travel times in stations and
tracks more accurately.

For each station r ∈ RS , and each train a ∈ A, we introduce
the following set of constraints:

tr+1
a − tra ≥ Λra + ∆

r
az

r
a . (11)

Similarly, for each track r ∈ RT , and each train a ∈ A, we have:

tr+1
a − tra ≥ Λra + ∆̄

r
az

r−1
a +

¯
∆raz

r+1
a , (12)

where zr−1
a , zr+1

a represent the stopping variables at the previous
and next stations, respectively.

We can now substitute constraints (2) with constraints (10),
(11), and (12) to obtain the final MILP model:

min c(t)

subject to:

tra − to ≥ Γa , nra ∈ NO

tr+1
a − tra ≥ Λra + ∆

r
az

r
a , nra ∈ N \ ND , r ∈ RS

tr+1
a − tra ≥ Λra + ∆̄

r
az

r−1
a +

¯
∆raz

r+1
a , nra ∈ N \ ND , r ∈ RT

tr+1
a − tra ≤ Λra +Mzra , nra ∈ N \ ND , r ∈ RS

touta − tra ≥ Λra , nra ∈ ND

yrba + y
r
ab + x

r
ab = 1, {a,b} ⊆ A(r ), r ∈ R

trb − tr+1
a ≥ −M(1 − yrab ), {a,b} ⊆ A(r ), r ∈ R

tra − tr+1
b ≥ −M(1 − yrba ), {a,b} ⊆ A(r ), r ∈ R

tr+1
b − tra ≥ −M(1 − xrab ), {a,b} ⊆ A(r ), r ∈ R

tr+1
a − trb ≥ −M(1 − xrab ), {a,b} ⊆ A(r ), r ∈ R∑
{a,b }⊆Q

xrab ≤
( |Q |

2
)
− 1, Q ∈ A(r ), r ∈ R

yrab ,y
r
ba ,x

r
ab ∈ {0, 1}, {a,b} ⊆ A(r ), r ∈ R

zra ∈ {0, 1}, nra ∈ N , r ∈ RS

tra ∈ IR, nra ∈ N

touta ∈ IR, a ∈ A

to ∈ IR.
(13)

4 SOLUTION APPROACH
In our real-life implementation of train rescheduling, Problem
(13) is solved iteratively every 10 seconds. Each time, the current
status of the trains (i.e. position, speed, etc.) is gathered from the
field, along with the current status of the rail network. The associ-
ated initial event graph is built. This is the pre-processing phase.
Then, the MILP associated to the current instance is solved. The
solution method is based on the decomposition in the macro prob-
lem and the micro problems described in Section 2 and shown
in Figure 2. Indeed, this can be seen a master-slave approach, as
described in [7]. If the master (or macro) problem is infeasible,
then there is no solution to the scheduling problem (and we are

Figure 3: Solution Algorithm
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Solution
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Add constraints
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Re-solve

in a deadlock situation). Otherwise, it produces an optimal tenta-
tive schedule t∗. Recall that the schedule variables in the macro
problem are associated with the times each train enters a macro
railway resource, in our case a station or a track between two
stations in the line. Thus, the schedule t∗ may be interpreted as a
tentative (disposition) timetable. Next, this timetable is used by all
micro (or slave) problems in order to solve the routing/scheduling
within each station or track (even though for tracks this is trivial).
If they are all feasible, then we have found the optimal solu-
tion. Otherwise, we generate the constraints that invalidate the
current schedule in at least on piece of the railway, forcing the
master problem to find a new tentative schedule.

In Figure 3 we give a schematic representation of the overall
algorithm. First, the real-time data are pre-processed and the
event graph is updated (pre-processing). Second, the MILP Mas-
ter Problem is solved considering only a subset (initially empty)
of constraints (7): this MILP is called restricted master. The cur-
rent master solution is then checked for feasibility by solving the
slave problems. Namely, we check if any constraint (7) not in-
cluded in the current restricted master is violated by the current
solution - we call such violation a conflict. Observe that, while
checking conflicts on tracks is in general a simple exercise, a
similar check for stations can be indeed hard (some polynomial
cases of practical interest are discussed in [7]). If this is the case,
the violated constraints are added to the master problem and the
process is iterated until no violated constraints exists.

Note that this delayed row-generation approach usually gen-
erates models that are much smaller than the ones generated
by the full MILP formulation (see [7]). This helps to drastically
reduce the computation time.

5 RESULTS & CONCLUSIONS
Implementing an algorithm of this sort in real-life poses, as de-
scribed earlier, some additional challenges both with respect to
removing theoretical assumptions and adapting formulations to
problem specific peculiarities. Another major challenge is to in-
terface with real-time systems in order to get the correct data in
real-time. Collaboration with the dispatchers is very important
as they have the final word on whether the decisions suggested
by the algorithm is accepted or not. Here eliciting why they make
their decisions should not be underestimated. The interaction
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Figure 4: Train graph

with the dispatchers does also make it difficult to compare the
algorithm to the current as we do simply not know what would
have happened had the dispatchers accepted all dispatching sug-
gestions.

The algorithm has been implemented into a user interface
where we are able to show the dispatchers a classical train graph
representing the line, see Figure 4. On the x-axis we have time,
both past and present separated by a red line. The stations along
the line are placed on the y-axis. Each train is shown as a line in
the graph with its train number, the black line is the schedule,
the full red line represent the past real-time data. Where the
dashed red line is the future dispatching suggestions. This train
graph has been tested over a period by the dispatchers in Narvik
operational constrol center in real-time.

When running in a real-time setting the input data in the al-
gorithm is updated every 10 seconds before it is executed again.
Testing on real-time data over an extended period the approach
presented in this paper has been able to provide solutions within
(the wanted) 2 seconds. The planning horizon covers the follow-
ing 2 hours, and the solution returned must be conflict free. The
computing speed is extremely important as solutions which are
constantly updated on the status of the trains and of the railway
must be presented to dispatchers. Hence, with longer solution
times the dispatching suggestions might already be out of sync
with the real-time data.

The implementation was funded by the Norwegian National
Research Council, and the system was indeed operative only
on the Norwegian side of the line, supporting the Norwegian
dispatchers sitting at Narvik. However, for the Swedish part of
the line, there is a second control center located in Boden (not far
from the Gulf of Bothnia where the line ends). It is worth noticing
here that the limited coordination between the two brains of the
line generates various problems. The dispatchers at Narvik may
become aware of scheduling decisions taken at Boden only when
the trains are approaching the border and in any case they cannot

affect such decisions (if not occasionally through some laborious
negotiations on the phones). It should be apparent that having
a single optimization tool on both sides of the border would
significantly increase the coordination, the quality of the overall
solutions and the awareness of both teams of dispatchers.
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ABSTRACT
An effective algorithmic solution for resource-sharing problems

in heavily loaded systems is Scheduling by Edge Reversal (SER),
essentially providing some level of concurrency by describing an

order of operation for nodes in a graph. The resulting concurrency
is a hard metric to optimize, as the decision problems associated

with obtaining its extrema have been proved to be NP-complete.

In this paper, we propose a novel approach involving longest

cycles for solving the Minimum Concurrency Problem to proven

optimality. Moreover, we show how this model can be used in

the field of algorithmic composition to assemble a maximum-

length loop of original computer music, capturing fundamental

concepts in music theory. To illustrate this strategy, we present

a complementary simulation accessible through theWeb.

1 INTRODUCTION
Resource-sharing problems arise naturally in many scenarios,

where graph algorithms are often employed to provide a dis-

tributed, asynchronous scheduling solution. By representing each

process as a node, we define that nodes are connected by an edge

if and only if they share a resource. Specifically, in neighborhood-

constrained systems, a process is only allowed to operate if and
only if all of its neighbors are idle, meaning that all of its required

resources must be available at the time of operation. As a conse-
quence, multiple processes requiring the same resource form a

clique, a complete sub-graph in which only one node is allowed

to operate at a time. A connected undirected graph representing

resource dependencies among processes, as illustrated in Figure

1(a), will be referred to as a resource graph throughout this paper.

Under a heavy load assumption, where nodes are constantly de-

manding access to their required resources, an effective schedul-

ing algorithm to ensure fairness and prevent starvation is Schedul-
ing by Edge Reversal (SER). Introduced by Gafni and Bertsekas [7]
in 1981 and later formalized by Barbosa and Gafni [3] in 1989,

SER has inspired many distributed resource-sharing applications

ranging from asynchronous digital circuits [5] to the control of

traffic lights in road junctions [4].

The execution of SERmay be summarized as follows: by taking

a directed acyclic graph (DAG) such as the one in Figure 1(b) as

input, SER simultaneously operates all sinks, meaning that all

nodes with no outgoing edges are allowed to utilize the resources

they demand to perform their corresponding tasks. Once every

sink is done operating, the orientation of their incoming edges

is reverted, effectively allowing other nodes to become sinks

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the

International Network Optimization Conference (INOC), June 12-14, 2019:

Distribution of this paper is permitted under the terms of the Creative Commons

license CC-by-nc-nd 4.0.

themselves. This process is repeated indefinitely, as each new

iteration will generate a new DAG, allowing different nodes to
utilize resources and operate. Eventually, orientations will start
repeating themselves, leading to the existence of periods. In fact,

as observed by Barbosa and Gafni [3], all nodes operate the same

number of times within a given period. Figure 1(c) illustrates this

procedure.

In order to apply SER to any resource graph and obtain a corre-

sponding schedule, an initial acyclic orientation must be gener-

ated. This initialDAG will directly impact the overall concurrency

of the edge reversal procedure, leading to periods of different

lengths and of different orientations. Intuitively, a highly concur-

rent dynamic will result in more nodes operating simultaneously

while minimizing the amount of steps where each node is idle.
Although a formal definition of concurrency is kept for Section 2,

it’s already inevitable to inquire about the complexity of problems

such as obtaining the orientations that lead to the extrema of this
metric. In fact, the decision problems associated with identifying

the maximum as well as the minimum concurrency yielded by

a given resource graph have been proved to be NP-complete by

Barbosa and Gafni [3] and by Arantes Jr [11], respectively.

Contrary to intuition, obtaining the orientations of a resource

graph from which SER will provide minimum concurrency is ad-

vantageous to a number of applications. For instance, Gonçalves

et al. have employed SER under minimum concurrency to di-

minish the amount ofWeb marshalls needed for the distributed

decontamination ofWebgraphs [9, 14, 16], while Alves et al. have
shown, through simulations of real conflagration scenarios, that

less concurrency implies in a reduced number of automated fire-

fighters required to control the flames [2]. However, despite SER’s
intrinsic connection to rhythms, no application in the field of

algorithmic composition exists in the literature. As such, this

paper presents a novel mechanism which, under minimum con-

currency, schedules musical phrases to create the lengthiest pos-

sible original tracks that capture fundamental concepts in music

theory, such as rhythm and polyphony. This is only possible by

developing an optimization strategy for solving the Minimum
Concurrency Problem (MCP), which is also presented in this work

as an original contribution.

The following is how the remainder of this paper is organized.

In Section 2, we recall some graph-theoretic definitions associated

with SER, including a formal metric for concurrency. Section 3, in

turn, describes the concepts involved in our proposed reformula-

tion of MCP. Finally, in Section 4, we show how minimum con-

currency under SER can be used to assemble a maximum-length

loop of computer music, expressing our concluding remarks and

future work suggestions in Section 5.
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(a) A resource graph. Nodes sharing
resources are connected by an edge.

A

DC

E

B

(b) A given acyclic orientation applied
to the resource graph from (a).
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(c) A schedule (from left to right) taking (b) as the initial orientation. Sinks (in black) are allowed
to operate, after which they revert their edges so new sinks may be formed. Once node C is done

operating, the leftmost orientation will be repeated, leading to a period.

Figure 1: Scheduling by Edge Reversal as a distributed solution for scheduling processes (nodes) in a resource-sharing
system.

2 GRAPH-THEORETIC BACKGROUND
Initially, as defined in Barbosa and Gafni [3], we shall characterize

the necessary terminology to define concurrency under SER. As
such, let G = (V ,E) be a connected undirected graph where

|E | ≥ |V | (i.e. G is not a tree). Let κ ⊆ V denote an undirected

simple cycle inG , that is, a set of vertices that form a sequence of

length |κ | + 1 of the form i0, i1, ..., i |κ |−1, i0. If κ is traversed from

i0 to i |κ |−1, we say that it is traversed in the clockwise direction.

Otherwise, we say that it is traversed in the counterclockwise

direction. Let K denote the set of all simple cycles of G.

Moreover, an acyclic orientation of G is a function expressed

as ω : E → V such that no undirected cycle κ of the form

i0, i1, ..., i |κ |−1, i0 exists for which ω(i0, i1) = i1, ω(i1, i2) = i2, ...,
ω(i |κ |−1, i0) = i0. Let Ω denote the set of all acyclic orientations

of G.

Lastly, given an undirected simple cycle κ and an acyclic orien-
tationω, let ncw (κ,ω) be defined as the number of edges oriented

clockwise by ω in κ. Similarly, let nccw (κ,ω) be defined as the

number of edges oriented by ω in the counterclockwise direction.

Therefore, the concurrency of a graph G is defined as a function

γ : Ω → IR such that:

γ (ω) = min
κ ∈K

{
min {ncw (κ,ω),nccw (κ,ω)}

|κ |

}
(1)

In other words, given an orientation ω, we check every simple

undirected cycle κ of G and calculate the number of edges ori-

ented in the clockwise direction as well as the number of edges

oriented in the counterclockwise direction. We take the mini-

mum of these two values and divide the result by the size of the

undirected cycle κ. Whichever κ ∈ K returns the smallest value

will dictate the system’s concurrency.

Finally, we must note that an equivalent result can also be

obtained from a dynamic analysis. Let a period of length p be a

sequence of distinct acyclic orientations α0, ...,αp−1 induced by

the execution of SER. Let m be the number of times a node oper-
ates within a period, which is equal to all nodes. The expression

γ (ω) =m/p is equivalent to Equation 1, despite being less signif-

icant to this paper. As an example, the concurrency provided by

the schedule in Figure 1(c) is equal to 1/3, and can be obtained

through both expressions.

3 OBTAINING MINIMUM CONCURRENCY
Ourmain goal in this section is to propose a linear-time algorithm

for obtaining the minimum concurrency yielded by a resource

graph G given one of its longest simple cycles as input. This

reduction will essentially provide a computational model for

the Minimum Concurrency Problem (MCP), allowing previously
developed techniques for the Longest Cycle Problem (LCP [8]) to

also be effective for MCP.
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Initially, we shall derive a different expression for minimizing

γ (ω) over all ω ∈ Ω. Given that Ω is a finite set, let γ ∗ denote the
minimum value that Equation 1 assumes over all ω ∈ Ω:

γ ∗ = min
ω ∈Ω

{
min
κ ∈K

{
min {ncw (κ,ω),nccw (κ,ω)}

|κ |

} }
(2)

The following lemma holds:

Lemma 3.1. γ ∗ = min
κ ∈K

{
1

|κ |

}
.

Proof. Consider Equation 1. For a given ω ′
, let κ ′ be the

simple cycle that minimizes the internal fraction. Let x be defined

as x =min {ncw (κ ′,ω ′),nccw (κ ′,ω ′)}, bringing Equation 1 to a

value of γ (ω ′) = x/|κ ′ |.
However, for every κ ∈ K , there will always exist an acyclic

orientationω such that ncw (κ,ω) = 1 and nccw (κ,ω) = |κ |−1, or
vice versa (this follows immediately from the fact that a directed

cycle would only exist if and only if either ncw (κ,ω) = 0 or

nccw (κ,ω) = 0).

Therefore, there must also exist an orientation ω for κ ′ such
that either ncw (κ ′,ω) = 1 or nccw (κ ′,ω) = 1. Consequently, if

ω ′
, when applied to κ ′, didn’t produce the result x = 1, there will

necessarily exist another acyclic orientation ω that will lead to

γ (ω) = 1/|κ ′ |.
Now, consider Equation 2. If γ ∗ is less than 1/|κ ′ |, then there

must exist a simple cycle κ∗ which, under an orientation ω∗
,

will produce 1/|κ∗ | < 1/|κ ′ |. As such, Equation 2 has become a

minimization problem over all κ ∈ K . □

Lemma 3.1 is essentially the problem of finding a longest

undirected cycle ofG , whose minimum concurrency will be equal

to the reciprocal of the size of its circumference.

We now show how to obtain ω∗
, an orientation for which

γ (ω∗) = γ ∗. Let κ∗ be a longest simple cycle of G, meaning that

|κ∗ | ≥ |κ | for all κ ∈ K . The following theorem holds:

Theorem 3.2. Given any longest cycle κ∗ ∈ K as input, there
exists a linear-time algorithm for finding an orientation ω∗ ∈ Ω
such that γ (ω∗) is minimum over all ω ∈ Ω.

Proof. The proof of Lemma 3.1 states that minimum concur-

rency will be attained if an orientation ω∗
is applied to G under

the condition that ncw (κ∗,ω∗) = 1 and nccw (κ∗,ω∗) = |κ∗ | − 1

or vice versa, where κ∗ is a longest cycle. Orienting κ∗ under the
aforementioned conditions can be performed in linear-time by

traversing the cycle κ∗ and assigning an increasing identification

number 1, ..., |κ∗ | to each visited vertex, resulting in a topologi-

cal ordering of the cycle. By orienting the corresponding edges

towards the vertices with lower identification numbers, only one

edge (connecting the vertices with the highest and the lowest

identification numbers) will be oriented in the opposite direction

from the other |κ∗ | − 1 edges, fulfilling the requirement.

It is now necessary to prove that it is possible to orient the

remaining edges of G such that the resulting orientation ω∗
is

always acyclic. Let S = V −κ∗ be the set of the remaining vertices

of G. Let us assign an increasing identification number |κ∗ | +
1, ..., |V | to each vertex in S , and then orient all edges ofG towards

the vertices with lower identification numbers. By contradiction,

if the resulting orientation ω∗
were cyclic, there would need

to exist a path i0, i1, ..., i0 (i.e. a directed cycle). However, since

edges always lead to vertices of lower identification numbers, it

is impossible to return to i0 after leaving it, for any i0 ∈ V . As
such, no cycles are formed. □

Algorithm 1: A linear-time algorithm for finding an acyclic
orientation that leads to minimum concurrency given a
longest cycle as input.

Input : Undirected graph G = (V,E) and longest
cycle κ∗ ⊆ V

Output: Acyclic orientation ω∗ for which γ(ω∗) is
minimum

id = 1

v = κ∗.getF irstV ertex()

for i=1 to κ∗.size() do
Assign id to v
Increment id
v = κ∗.getClockwiseNeighborOf(v)

end
while a vertex v ∈ V with no id exists do

Assign id to v
Increment id

end
Create an empty orientation ω∗

foreach undirected edge uv ∈ E do
if id(v) > id(u) then

Orient edge such that ω∗(u, v) = u

end
else

Orient edge such that ω∗(u, v) = v

end
end
return ω∗

Finally, we structure the proof discussed in Theorem 3.2 as the

algorithmic procedure presented in Algorithm 1. Its correctness

relies on the aforementioned proof. Note that linear-time is at-

tained only if the method дetClockwiseNeiдhborO f (v) is O(1).
This will depend on the data structure used for storing κ∗, which
is usually an array containing the vertices of the cycle in the order

they should be visited. In this case, дetClockwiseNeiдhborO f (v)
will simply return the next element in the array and fulfill the

O(1) requirement. Since G is always a connected graph where

|E | ≥ |V | as defined in Section 2, the overall time complexity of

the algorithm is O(m), wherem = |E |.

4 ASSEMBLING COMPUTER MUSIC
As expressed by Shan and Chiu [19], effective computer music

generation is the dream of computer music researchers. Previous

explicit approaches (where composition rules are specified by

humans) have resorted to Hidden Markov Models to capture the

sequence requirements of melody [17], but are usually limited

to composing counterpoint or harmonization for already existing

tunes [6].

In this section, we show how a system under SER’s minimum

concurrency is capable of generating a maximum-length loop

of pre-recorded musical phrases, while respecting fundamental

concepts in music theory and creating original melodies for blues,

jazz and rock music. In Subsection 4.1, we introduce the termi-

nology that will be used throughout Subsection 4.2 to provide

a strategy for representing musical phrases as graphs. Lastly, in
Subsection 4.3, we discuss implementation-specific details for a

complementary simulation included in Appendix A.
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Figure 2: A resource graph where nodes marked as “A” and “C” represent antecedent and consequent phrases, respectively.
Nodes connected by an edge are unable to be executed simultaneously, but are allowed to be played in sequence.

4.1 Music Theory Definitions
Initially, we shall define the necessary terminology from music

theory employed throughout this section, for which we resort

to Schmidt-Jones’ book [18]. A musical phrase corresponds to a

group of individual notes that, together, express a definitemelodic

idea. It is customary for phrases to appear in pairs: the first phrase
often sounds unfinished until it is completed by the second, al-

most as if the latter were answering a question posed by the

former. Phrases that respect this dynamic are called antecedent
and consequent, respectively.

A bar (or measure) is a group of beats that occur during a

segment of time. When more than one independent melody takes

place during the same bar, we call a piece of music polyphonic
(e.g. Pachelbel’s “Canon”; last chorus of “One Day More”, from

the musical “Les Miserables”). Finally, a lick, or short motif, cor-
responds to a brief musical idea that appears in many pieces of

the same genre. In this work, a pair of antecedent and consequent
phrases, when played sequentially, will also be referred to as a

lick.

4.2 Graph Representation
Although we believe that music generation through SER can

be employed to assemble any musical unit (such as chords or

individual notes) into a composition, the application we propose

revolves around scheduling phrases. Specifically, we would like

to capture the following requirements:

(i) A consequent phrase may only be played after an an-
tecedent phrase, forming a lick;

(ii) If two or more phrases are playing at the same time, either

they are all antecedent or all consequent;

(iii) Phrases of different intensities (e.g. number of notes) may

not go well together;

(iv) The final composition must be a loop, contain all available

phrases and be of maximum length.

When arranging previously recorded (or generated) phrases
into a graph, our goal is to structure which phrases can be played

sequentially and which can be played simultaneously, creating a

polyphony. By representing each phrase as a node, we are able to

capture the aforementioned restrictions through the insertion of

edges. In a resource graph, an edge between two nodes represents

the inability of those nodes to operate at the same time. As such,

an edge between two phrases is able to prevent them from occur-

ring during the same bar, while allowing each separate phrase to
be played in sequence.

A

(a) An antecedent phrase.

Property Value

Type Antecedent
Genre Blues

Note Count 8
File antec02.mp3

(b) Node attributes.

Figure 3: An example of a node and its attributes.

Above, in Figure 3, we present the information contained

within each node. A note count, corresponding to the number of

notes within a phrase, is used to measure its intensity. For this

specific example, two nodes will be connected to each other if

and only if:

(1) they’re of different types (antecedent and consequent);

(2) their note count is within a specified threshold;

(3) and they belong to the same genre.

Moreover, we’d like to make this example more interesting

by allowing a transition between two different genres: blues
and jazz. By introducing transitional phrases that incorporate
elements from both genres, a more seamless changeover can be

achieved.Antecedent phrases from blues and jazz, when connected
to transitional nodes, can act as gateways that allow access to

their respective genres.

Figure 2 illustrates all the previously discussed components.

Nodes marked as “A” and “C” represent antecedent and consequent
phrases, respectively. The further a node is from a transitional
node, the more intense is the phrase it represents. Due to the

antecedent / consequent dynamic, the resulting graph is bipartite,
for which MCP remains NP-complete [12].
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4.3 Implementation Details
In order to demonstrate the ideas discussed in Subsection 4.2, we

have developed a simulation showing how the phrase-scheduling
dynamic, when applied to a graph such as the one in Figure 2, is

able to produce musical loops of maximum length. In this subsec-

tion, we document our steps and discuss implementation details

that may be useful for future work. The final result, featuring the

resource graph from Figure 2, is presented in Appendix A.

As discussed in Section 3, the first step in the process of ob-

taining minimum concurrency is identifying a longest simple

cycle. Although this task is visually straightforward when consid-

ering the resource graph from Figure 2, larger instances require a

computational approach. As such, we relied on the Simple Cycle
Problem branch-and-cut strategy proposed in Lucena, Cunha and

Simonetti [15], which is based on a formulation that decomposes

simple cycles into one simple path and an additional edge. We

implemented this procedure in the C programming language and

used the XPRESS Mixed Integer Programming package to solve

linear programs and manage the branch-and-cut tree.

Despite the example from Figure 2 only containing 15 nodes,

our computational results have shown that the aforementioned

strategy is able to solve, in under 1 hour, instances of random

graphs with as many as 2 000 nodes and 40 034 edges (probability

p = 0.01 for an edge to exist between two nodes), being an

appealing approach for larger instances. In turn, a linear-time

implementation of Algorithm 1 is employed to provide an acyclic

orientation for the resource graph, yieldingminimum concurrency.

The pipeline presented in Figure 4 summarizes this process.

Problem

Modelling

LCP
Solver

Algorithm

1

Resource
Graph

Longest
Cycle

Figure 4: Implementation pipeline for solvingMCP.

Note, however, that initial orientations may violate require-

ment (ii), which states that antecedent and consequent phrases
are not allowed to be played together. This is because sinks may

be formed anywhere in the graph when orienting nodes outside

the original longest cycle. However, this is merely an initializa-

tion issue: once a SER period is reached, the system will enforce,

through the edge-reversal dynamic, that antecedent phrases will
only become sink nodes when a consequent phrase reverts its
edges, and vice versa.

Having attained minimum concurrency for the resource graph
in Figure 2, we switched our attention to developing a visualiza-

tion strategy. From a compatibility perspective, a web simulation

built in JavaScript is both lightweight and easy to access onmost

platforms. Moreover, two convenient libraries, available under

theMIT License, made this choice even more appealing:Vis.js [1],
which enabled us to visually represent any graph and handle the

necessary edge-reversal dynamics; and Howler.js [20], provid-
ing a reliable audio interface when dealing with multiple files.

Finally, we curated audio recordings responsible for the rhythm
sections (also known as backing tracks) and recorded all an-
tecedent and consequent phrases on an electric guitar. Given that

this small simulation is comprised of only 15 nodes, the process

of syncing each phrase to their corresponding backing track was

performed manually. For instance, a 12-Bar Blues composition

may alternate between antecedent and consequent phrases every
2 bars. Different phrases have different starting points within this

window, requiring an offset to account for synchronization. How-

ever, once synced, phrases may be played whenever a new 2-bar
window starts. As such, by setting the edge-reversal frequency to

2 bars, every phrase will sound natural when their corresponding

node becomes a sink.

5 CONCLUSION
In this paper, two main contributions to SER were presented:

first, we reformulated the Minimum Concurrency Problem, pro-

viding a viable approach for its optimization and allowing many

empirically attractive LCP solvers to also be effective for MCP.
Secondly, we proposed a novel strategy for assembling original

computer music, which schedules all available building blocks (in
our example, musical phrases) into a maximum-length loop, all

the while incorporating essential music-theoretical restrictions.

Regarding SER’s debut in algorithmic composition, we are ea-

ger to discover how other researchers and musicians may employ

this technique and its variations to create unique songs. We note

that the Web is a never-ending repository of musical phrases,
many of which are encoded in MIDI format. MIDI is a techni-
cal standard that allows a musical pattern to be described and

synthesized by a computer [10], replacing the need for physical

recording and manual synchronization. This gain in development

speed can allow for the modelling of truly large resource graphs,
producing hour-long tracks of exclusively distinctive music.

Another aspect that can be investigated is controlling the level

of polyphony within a song. For instance, higher concurrency

values imply in a large number of independent melodies occur-

ring during the same bar, which may lead to undesirable noise

throughout the composition. As such, minimum concurrency

not only provides a maximum-length loop of music, but also

avoids an oversaturation of sounds that may lead to low-quality

polyphony. Currently, we investigate how octave information

(the frequency range in which the fundamental pitch of each

note is found) can be used to control which sounds should be

played simultaneously (e.g.: a phrase whose notes were recorded
near octave C3 could be played alongside a phrase with notes

situated around octave C5). This approach would avoid melody

lines competing for the same frequency range, leading to more

distinguishable and pleasant sounds.

Lastly, we invite other researchers to investigate a viable com-

putational model for the Maximum Concurrency Problem, which

consists of maximizing Equation 1 over the set of acyclic orien-

tations Ω. This breakthrough would impact many distributed

resource-sharing applications, such as routing Automated Guided
Vehicles (AGVs) [13], scheduling job shop tasks [13] and control-

ling traffic lights in road junctions [4]. Naturally, new engaging

applications that could benefit from SER’s simplicity are also an

interesting theme for future research, especially when combined

with new theoretical advancements for this technique.

A MUSICAL SIMULATION
The musical simulation referred to throughout this paper is avail-

able online at the following website, and can be viewed in any

browser: https://cemarciano.github.io/Song-Generator/.

This simulation is an open-source project distributed under the

GNU GPL v3.0 License. Source code is available at the following
website: https://github.com/cemarciano/Song-Generator.
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ABSTRACT
Given a mobile network composed of a set of devices, a set of

antennas (Base Stations) and a discrete set of radio resources,

we define a domain as a subset of devices/antennas that com-

municate via radio transmission links in order to exchange data

for a specific service. In this context, we are interested in the

Domain Creation (DC) problem. It consists in finding an alloca-

tion of radio resources to the transmission links of the network

so that different domains, each one related to a specific service

(gaming, video streaming, content sharing, etc.), can be imple-

mented simultaneously. Every domain has specific requirements

in terms of quality of the transmission links (SINR) and hardware

resources dedicated to carrying out the corresponding service.

We give an integer linear programming formulation for the prob-

lem and propose two classes of valid inequalities to strengthen

its linear relaxation. The resulting formulation is used within a

branch-and-cut algorithm for the problem.We further propose an

efficient heuristic obtained from solving the routing and resource

assignment sub-problems separately. We assess the efficiency

of our approaches through some experiments on instances of

varying size and realistic input data from Orange mobile network.

1 INTRODUCTION
In future 5G networks, mobile User Equipment (UEs) will be able

to host functions that give them new abilities such as sharing

connectivity, capacity and CPU resources with other UEs, regard-

less of the ongoing traditional communications. The 5G wireless

technology, along with the evolution of mobile users behavior

and needs, will make the current scheme of communication (UE

to Base Station) no longer optimal in terms of radio resource

utilization. The Device-to-Device (D2D) communication mode is

one of the new approaches presented as a promising alternative

to traditional communication in cellular networks. A D2D com-

munication is defined as a direct communication between two

mobile or fix user devices, without traversing the Base Station

(BS) [3]. This technology allows to reuse radio resources and

to decrease end-to-end latency of local communications. Then,

D2D would allow a set of UEs geographically close to each other

to establish direct D2D communications, or span multiple links

(multi-hop D2D communications), to access a given service (e.g.

video streaming or gaming) while ensuring the required service

quality.

A domain is defined as the set of UEs and BSs that are used to

establish mobile communications (D2D or cellular) related to a

specific service. The communication is either direct or uses mul-

tiple links (D2D or via the BS). Two UEs can then communicate

through cellular links, using the BS or D2D links, and both tech-

nologies can coexist within the same mobile network. In any case,

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the

International Network Optimization Conference (INOC), June 12-14, 2019:

Distribution of this paper is permitted under the terms of the Creative Commons

license CC-by-nc-nd 4.0.

radio resources should be allocated to every active link involved

in a communication, and the SINR (Signal-to-Interference-plus-

Noise Ratio) level required by the service should be ensured.

In this context, we consider a mobile network composed of a

set of devices (UEs), a set of antennas (BS) and a set of services

eligible to D2D communications, with their associated traffic

matrices. These traffic matrices are in the form of data volume

to be exchanged between pairs of devices. The involved devices

can communicate through one or several links, either using D2D

or cellular communication (via the BS). A non-negative weight,

corresponding to the SINR, is associated with each link. It is a

measure of the quality of the communication that could be estab-

lished using this link. Every service requires a minimal quality

threshold in terms of SINR and available resources (hardware

capacity for the devices, radio resources for the links) to be suc-

cessfully established. TheDomain Creation (DC) problem consists

in finding a minimum cost allocation of the radio resources to

the network links so that (i) every pair (link, resource) belongs

to a unique domain, that is, it is used for a single service; (ii) the
SINR of each pair (link, resource) assigned to a domain is above

the quality threshold required by the corresponding service; (iii)
every demand is routed from its origin to its destination within

a domain and; (iv) all the required types of hardware capacities

(CPU, RAM, battery) in the devices are satisfied.

State-of-the-art
The problem of assigning radio resources to transmission links

is studied in [1] and [2] under the denomination of Frequency

Assignment Problem (FAP). In [1], the authors give an ILP formu-

lation for the problem and propose a branch-and-cut algorithm

to solve it. The work in [2] presents several variants of FAP

and discusses existing and original optimization (including ex-

act and heuristic) approaches to solve them. The routing and

resource allocation aspects are combined in the so-called Routing
and Wavelength Assignment (RWA) problem (see [6] and [11]

for instance) which arises in Optical Networks. The DC problem

differs from the above cited problems in that traffic demands are

unsplittable (each demand has to be sent along a unique path

using D2D or cellular links), several types of capacities on the

devices are considered, and radio resources re-use is submitted

to distance constraints so as to avoid radio interference. [13] has

focused more specifically on the optimization of mobile network

resources using D2D technology. As the related optimization

problem is relatively difficult to be solved in competitive time,

a greedy heuristic has been proposed as an alternative to solve

such a problem. This heuristic is divided into two phases, each

one responsible for the allocation of uplinks (from UEs to BSs)

and downlinks (from BSs to UEs) in order to improve the total

throughput and to significantly reduce the interference between

classic and D2D communications.
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Our contribution
In this work, we formally define the Domain Creation Problem

and we propose a node-arc (compact) ILP formulation to model

it. We present some strategies to enhance the linear relaxation of

the formulation along with two classes of valid inequalities. Our

results are embedded within a branch-and-cut algorithm to solve

the problem. We further propose a two-phase heuristic, obtained

by decomposing the problem into a routing and a radio resource

allocation subproblems. To solve the routing subproblem, we

propose two methods : first, a LP-based heuristic from the linear

relaxation of the compact formulation, second, a non-compact

formulation obtained by generating a subset of relevant paths.

Then, the allocation subproblem is transformed into a vertex col-

oring problem that is solved heuristically by an improved greedy

algorithm. This greedy algorithm is compared to a dual bound

given by the exact solution of the associated Max-Clique Problem.

Numerical experiments are made on instances generated thanks

to realistic parameters of Orange mobile networks.

Our paper is organized as follows. We introduce the DC problem

in Section 2 and give an ILP formulation along with two classes of

valid inequalities. An overview of our branch-and-cut algorithm

is given in Section 3 with a brief description of the separation

routines used to generate the cuts and some numerical results for

small instances. The outline of our two-phase heuristic is detailed

in Section 4. Finally, we give some concluding remarks in Section

5 and discuss future works on extensions of the problem.

2 THE DOMAIN CREATION PROBLEM
2.1 Problem definition
The network is represented by a directed graph G = (V ∪U , A),
where V is the set of nodes associated with devices,U the set of

Base Station nodes, and A the set of arcs. We denote by δ+(u)
(resp. δ−(u)) the subset of arcs going from (resp. to) nodeu. Every
node u ∈ V has an associated weight vector cu = {cu

1
, . . . , cub },

where cui ⩾ 0 is the capacity available at node u for the physical

resource i ∈ Cd . Every arc e ∈ A has a weight denoted SINRe
that expresses a measure on the quality of the transmission link

represented by e . For every pair of arcs e, f ∈ A we denote by

d(e, f ) the distance between e and f . This value corresponds to
the minimum distance between the opposite ends of the given

pair of links, that is, the origin of one and the destination of the

other. Namely, two arcs e and f are said to be close if d(e, f ) ⩽ D,
where D is a minimum acceptable distance. Let R = {1, . . . , r }
be the set of available radio resources. An arc e of A is said to

be active if a radio resource r ∈ R is assigned to it. A resource

r ∈ R can be assigned to two different arcs e, f ∈ A only if

d(e, f ) > D. Indeed, due to interference constraints, two com-

munications cannot be established on e and f simultaneously

using the same resource r ∈ R if e is close to f . We denote by K
the set of traffic demands to be routed and S the set of service

types. Every demand k ∈ K is defined by an origin node ok ∈ V ,

a destination node dk ∈ V and a requested service sk . Moreover,

every k ∈ K has an associated cost µesk to use arc e ∈ A and

a traffic vector ask = (a
sk
1
, . . . ,a

sk
b ) where the element a

sk
m ⩾ 0

denotes the quantity of physical resource typem from the setCd

of all resources types (e.g. CPU, RAM, storage) needed to process

the service sk requested by k . Finally, we denote by βk the quality

threshold needed by k to access the required service sk .

The Domain Creation (DC) Problem consists in finding a mini-

mum cost allocation of the radio resources in R to the active arcs

of G so as to provide a feasible routing path for each demand. In

particular, a routing pk = {(ok ,u), . . . , (v,dk )} for a demand k is

said to be feasible if

• all the arcs of pk have a SINR value above the quality

threshold βk required by the demand k and,

• all the nodes in pk have enough capacity to satisfy the

resource requirements of k .

An instance of the problem, with fives devices and one BS, is il-

lustrated in Figure 1. For sake of clarity, each pair of arcs between

two nodes is represented by an edge. The edges representing D2D

links are shown in solid lines while edges representing device to

BS links are in dashed lines. Two different services, namely gam-
ing and video streaming, and three demands per service are to be

delivered:{(u1,u3), (u2,u5), (u4,u2)} and {(u4, u3), (u3, u1), (u5, u2)},
assuming that twelve radio resources {r1, . . . , r12}, are available.
A feasible solution is represented in Figure 2. The figure on the

left side represents the Gaming domain, where all three demands

are satisfied through D2D links. The figure on the right side is

the Video streaming domain, where just one demand uses the

BS. Note that, using the legacy approach, all demands must pass

through the BS, using one uplink (from UE origin to BS) and one

downlink (from the BS to UE destination) for each demand. Since

all active links share at least one arc extremity (BS), the solution

would require all the available resources (a different one for each

active link) to avoid interference. Thus, using D2D communica-

tions allow here to save 50% of radio resources compared to a

"fully cellular" solution.

Figure 1: Example of a network with 6 nodes and 6 de-
mands to be delivered for 2 different services

Figure 2: Feasible solution: active links and associated ra-
dio resource for Gaming domain (left) and Video stream-
ing domain (right)

2.2 ILP formulation
In this section, we propose a compact ILP formulation for the

DC problem followed by some valid inequalities to be used in a

branch-and-cut algorithm.

2.2.1 Notations and formulation. The three types of binary
variables are:

• xker , e ∈ A, k ∈ K , r ∈ R that takes the value 1 if the arc e is used
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by the demand k and assigned with the resource r , 0 otherwise.

• yki , i ∈ V ∪U , k ∈ K , that takes the value 1 if the node i is used
by the demand k , 0 otherwise.
• zr , r ∈ R that takes the value 1 if the resource r ∈ R is assigned

with at least one arc, 0 otherwise.

Then, the DC problem can be formulated as:

min

∑
k ∈K

∑
e ∈A

∑
r ∈R

µ
sk
e xker +

∑
r ∈R

ψzr (1)

s.t. ∑
e ∈δ−(u)

∑
r ∈R

xker −
∑

e ∈δ+(u)

∑
r ∈R

xker =


1, if u = dk ,
−1, if u = ok ,
0, otherwise,

∀k ∈ K ,∀u ∈ U ∪V , (2)

xker βk ≤ SINRe ∀ k ∈ K ,∀ e ∈ A,∀ r ∈ R, (3)∑
k ∈K\T (i)

yki a
sk
m ≤ cim ∀ i ∈ V ,∀m ∈ Cd , (4)

2xker − y
k
i − y

k
j ≤ 0 ∀k ∈ K ,∀r ∈ R∀(i, j) = e ∈ A, (5)

xker + x
k ′
f r ≤ zr ∀r ∈ R,∀k,k ′ ∈ K ,∀e ∈ A,∀f ∈ D(e), (6)

xker ∈ {0, 1} ∀k ∈ K ,∀e ∈ A,∀r ∈ R, (7)

yki ∈ {0, 1} ∀k ∈ K ,∀i ∈ V , (8)

zr ∈ {0, 1} ∀r ∈ R. (9)

This formulation has a polynomial number of variables and

constraints. The objective (1) is to minimize the total costs com-

posed of non-negative routing and radio resource utilization

costs. The first set of inequalities (2) are the flow conservation

constraints. They ensure that each demand is routed along a

unique path between its origin node and its destination node.

Note that such a routing path can either span arcs correspond-

ing to D2D links or use a node ofU corresponding to some BS.

Inequalities (3) guarantee that a demand for a given service is

routed along edges whose SINR satisfies the quality threshold

required by this service. (4) express the capacity constraints in

every node for the different types of hardware resources, with

T (i) being the set of demands k ∈ K that have i ∈ V as origin

or destination. These capacity constraints are needed only on

intermediate nodes, that is, the nodes that are not the origin nor

the destination of a given demand k ∈ K . Inequalities (5) are
linking constraints and inequalities (6) guarantee that the same

radio resource is not assigned to different edges unless they are

distant enough, where D(e) is a set of arcs that are close to a

given arc e ∈ A. Note that, as the objective is to minimize the

resources, in any optimal solution one radio resource at most will

be allocated to the same arc for a given demand. Finally, (7)-(9)

are the integrity constraints.

The ILP formulation (1)-(9) can be strengthened by replacing

inequalities (3) by:

xker ⩽ ⌊
SINRe
βk
⌋,∀k ∈ K , e ∈ A, r ∈ R. (10)

2.2.2 Symmetry. Due to the inherent symmetry of this prob-

lem, there is possibly a large number of feasible solutions. The

breaking symmetry constraints (11) are inspired by classical in-

equalities in combinatorial optimization (see [8]), and can help in

reducing the number of symmetric solutions in the formulation.

zr ⩾ zr+1, ∀1 ⩽ r ⩽ |R | − 1, (11)

(11) allow to assign the radio resources in an ordered way, for-

bidding to use a resource r + 1 if r is available. Note that a vector

(x ,y, z) ∈ {(x ,y, z) ∈ {0, 1}(m×|R |+n)×|K |+ |R | : (x ,y, z) satisfies (2)−
(11)} is clearly a feasible solution to the DC problem.

2.2.3 Valid inequalities. We introduce now two more classes

of inequalities valid for the DC problem.

(i) Clique-based inequalities:
Given an instance of DC problem, we define the conflict graph
associated with a node u ∈ V as follows. For each capacity type

m ∈ Cd , let Hm
u = (Vm

u , Emu ) be the undirected graph obtained

from the set of demands K as follows. A node vk in Vm
u is as-

sociated with every demand k ∈ K and there exists an edge

vkvl ∈ E
m
u between two nodes vk , vl of V

m
u if a

sk
m + a

sl
m > cum .

In other words, an edge in Hm
u exists if two demands cannot

be packed together in the node u due to the lack of capacity for

the resource typem. Consequently, a clique in the graph Hm
u

corresponds to a set of demands that cannot use simultaneously

the node u. Hence, we denote by CH the set of cliques in the

graphHm
u .

Proposition 2.1. Letu be a node ofV andm ∈ Cd be a physical
resource type. Then the following inequalities∑

k ∈C

yku ⩽ 1,∀C ∈ CH (12)

are valid for the DC problem.

Proof. Let C̃ be a clique inHm
u . It is clear that if two demands

k1, k2 from clique C̃ use the resourcem of node u, the capacity
constraint (4) for the resourcem will be violated. In other words,

each edgevkivkj of the clique C̃ represents an infeasible packing

of the demands ki ,kj in the node u. □

(ii) Strengthened neighborhood inequalities:
The second family of valid inequalities strengthen constraints (6).

They are obtained by considering the interference graphN = (VN ,

EN ) defined as follows. Every node u ∈ VN corresponds to an arc

inA and two nodesue ,uf ofVN (associated respectively with the

arcs e and f from A) are interconnected by an edge if e and f are

close enough from each other (ie if d(e, f ) ⩽ D). Consequently, a
clique in the graph N corresponds to a subset of arcs in A that

are pairwise close, and cannot receive the same radio resource

due to interference constraints. Likewise in the conflict graph

defined before, we denote by CN the set of cliques in the graph

N .

Proposition 2.2. The following inequalities∑
k ∈K

∑
e ∈C

xker ⩽ zr ,∀r ∈ R,C ⊆ CN (13)

are valid for the DC problem.

Proof. Let C̃ be a clique in N and ue , uf two nodes of VN

that belong to clique C̃. Clearly, if e and f are allocated the same

resource r ∈ R in a solution, then it cannot be feasible for the DC

problem. □
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Note that similar inequalities are used in [1] and [2] for the

Frequency Assignment Problem.

3 BRANCH-AND-CUT ALGORITHM
3.1 Overview of the algorithm
We have developed a branch-and-cut algorithm for the DC prob-

lem based on the results presented in Section 2. The algorithm

has been implemented in C++ using CPLEX 12.6 as a LP solver,

with presolve heuristics and internal cuts being disabled. We

have tested our approach

• first by solving formulation (1)-(9) along with the strength-

ened SINR inequalities (10) and symmetry breaking (11)

inequalities and

• by further using the clique-based (12) and strenghthened

neighborhood (13) valid inequalities, in addition to the

formulation (1)-(9).

We have used two heuristic procedures to generate dynamically

inequalities (12) and (13). Both separation routines rely on a

greedy algorithm introduced in [10] for the Independent Set

problem, that finds a clique in the conflict graph (respectively the

interference graph) with appropriate weights on the nodes. We

then add the corresponding violated clique-based (respectively

strenghthened neighborhood) inequalities, if any, to the current

LP. Both classes of valid inequalities are separated throughout

the branch-and-cut tree and several inequalities may be added at

each iteration of the algorithm.

3.2 Computational results
We present below some early experiments obtained for a set of

small instances containing 5 to 15 nodes and up to 7 demands.

For these tests, each scenario contains only 1 antenna and 2 ser-

vice domains. For each instance, realistic data was provided by

Orange, including the network topologies and SINR values. Table

1 shows the impact of inequalities (10) and (11) on the initial

model (formulation (1)-(9)). In the first column, the name of each

instance refers to the number of users (U#) and demands (D#).

The next four columns show the computational time (in seconds)

for the initial formulation, then when adding symmetry breaking

constraints (11), strenghthened SINR constraints (10) and both

constraints, respectively. We can notice that using constraints

(11) allows to obtain the best execution time for two out of five

instances tested (U 5_D8 andU 10_D5) while the instancesU 5_D6
andU 10_D7 have the lower runtime when applying constraints

(10) and (11), combined. For instance U 15_D7, the optimal so-

lution could not be found after 3 hours of execution. We have

Table 1: Runtime comparison (in seconds) with strength-
ening constraints

Instances Initial Symmetry SINR Symmetry & SINR
U5_D2 0,05 0,06 0,05 0,06

U5_D6 187,18 11,55 77,18 10,71
U5_D8 600,56 45,16 90,70 72,43

U10_D5 1677,21 290,33 697,49 435,08

U10_D7 8746.32 3569.18 4453.58 2967.45
U15_D7 10800* 10800* 10800* 10800*

tested the impact of using our valid inequalities and compared the

results to CPLEX branch-and-bound for the strengthened model

(formulation (1)-(2) + (4)-(11)). Table 2 shows the results obtained

on five instances (same as in Table 1) when (i) no additional cuts

are used, (ii) using strenghthened neighborhood inequalities (13)

in addition to formulation (1)-(9), (iii) using clique-based inequal-
ities (12) in addition to strengthened model and (iv) both cuts

are used in the branch-and-cut. We can observe that the gap at

root node is substantially reduced when adding cuts (the gap

value decreases from 59.65% to 23.58% for instanceU 5_D8 when
using strenghthened neighborhood cuts) and so for the size of

the branch-and-cut tree (for instance U 10_D5, we range from
1327 nodes without cuts to 84 nodes when both cuts are used).

Overall, the strenghthened neighborhood cuts are more efficient

in reinforcing the strengthened model.

4 TWO-PHASE HEURISTIC
Since solving the initial formulation has impractical runtime

even for small instances, we propose a solving method based on a

decomposition of DC problem into two subproblems: the routing
subproblem and the resource allocation subproblem, that are to be

solved separately. The objective of the first subproblem is to find

an elementary path for each demand while minimizing the total

link utilization costs. Then, the second subproblem provides a

resource allocation to each active link obtained from the routing

subproblem solution.

4.1 Routing subproblem
We propose two formulations for the routing subproblem: a com-

pact formulation obtained by relaxing the resource assignment

constraints (6) from (1)-(9), and a path reformulation.

4.1.1 Compact formulation. This formulation is the compact

formulation obtained by relaxing the resource allocation con-

straints (6) from the formulation (1)-(9). The returned solution is

a set of elementary paths for each request, respecting the capaci-

ties of the nodes along the paths. Two kinds of binary variables

remains in the formulation : xke that takes value 1 if the link e ∈ A
is used by the request k ∈ K and the variables yik . The objective
is to minimize the total cost of active links:

min
∑
k ∈K

∑
e ∈E

µ
sk
e xke (14)

Solving approach: The linear relaxation of this formulation is

strengthened replacing (5) by:

xke − y
k
i ≤ 0 ∀ k ∈ K ,∀ (i, j) = e ∈ E, (15)

xke − y
k
j ≤ 0 ∀ k ∈ K ,∀ (i, j) = e ∈ E. (16)

and adding the following inequalities:

yki (a
sk
m − c

i
m ) ≤ 0 ∀ i ∈ V ,∀m ∈ Cd ,∀ k ∈ K\T (i). (17)

The linear relaxation of this strengthened subproblem is solved

using CPLEX. Then, a heuristic procedure is used to get a feasible

integer solution. This approach is summarized in Algorithm 1.

First, the linear relaxation is solved to optimality. Then, variables

having an integer optimal value are fixed by updating the right

hand side of the constraints (step 5). Finally, this residual ILP

formulation is solved to optimality using CPLEX, giving rise to

an integer solution for the whole problem. Step 11 is the rounding

procedure on solution found by step 1. This heuristic is particu-

larly efficient for this problem since most of the optimal variable

values of the linear relaxation are integer.

4.1.2 Path formulation. The second formulation is a path

formulation. We assume that all feasible paths Pk have been

previously generated for each demand k . Thus, we define new

binary variables xkp that take value 1 if the path p ∈ Pk is used by
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Table 2: Solution quality comparison between models with and without additional cuts

Strengthened Formulation Strengthened + Neighborhood cuts Strengthened + Clique-based cuts Strengthened + both cuts
Instances root gap (%) runtime (s) tree size root gap (%) runtime (s) tree size root gap (%) runtime (s) tree size root gap (%) runtime (s) tree size
U5_D2 0.00 0.05 1 0.00 0.06 1 0.00 0.06 1 0.00 0.05 1
U5_D6 10.00 11.49 7 10.00 11.67 8 10.00 12.33 2 10.00 13.31 2
U5_D8 59.65 154.65 470 23.58 130.69 291 33.71 389.01 1225 32.00 150 599

U10_D5 57.89 677.21 1327 33.09 1370.90 190 48.23 1262.83 91 33.09 2265.83 84
U10_D7 62.26 3236.61 1850 50.04 8654.21 2040 62.26 3251.99 1850 50.04 9648.12 2040

U15_D7* 77.23 10800 58 72.37 10800 8 77.23 10800 70 72.37 10800 22

Algorithm 1 LP-based Heuristic for the Routing subproblem

1: Solve LP (G, K)

2: Let FractionalDemands be the set of demands with associated optimal

fractional variables

3: for each demand k do
4: if all associated variable have integer value then
5: update the LP by decreasing used capacities on vertices tra-

versed by the associated paths

6: else
7: FractionalDemands : FractionalDemands ∪{k }
8: end if
9: end for
10: Solve ILP (G,FractionalDemands)

11: Update solution

12: Return solution found

the demand k ∈ K , 0 otherwise. The objective now is to minimize

the sum of the active path weights:

min
∑
k ∈K

∑
p∈Pk

µ
sk
p xkp (18)

where µ
sk
p is the cost of path p ∈ Pk , defined as the sum of the

weights on the arcs of p. Let αep , respectively γ
i
p , be an indicator

parameter with value 1 if the arc e , respectively the node i , is in
the path p. The constraints of the path formulation are:∑

p∈Pk

xkp = 1 ∀ k ∈ K , (19)

αepx
k
p βsk ≤ sinre ∀ k ∈ K , e ∈ A,∀ p ∈ Pk , (20)∑

k ∈K\T (i)

∑
p∈Pk

γ ipx
k
p a

sk
m ≤ cim ∀ i ∈ V ,∀m ∈ Cd , (21)

xkp ∈ {0, 1} ∀ k ∈ K ,∀ p ∈ Pk . (22)

Constraints (19) assure that each demand uses one path. Con-

straints (20) are the SINR constraints, and (21) are the capacity

constraints.

Solving approach: This formulation, restricted to a subset of

paths, is solved to optimality using CPLEX. The subsets of paths

are generated thanks to the algorithm proposed by Yen [12]. This

algorithm returns the K-shortest loopless paths for a graph with

non-negative edge costs. It uses a shortest path algorithm as an

intermediary to construct the whole solution. In our context, we

use Dijkstra’s algorithm [5], which has a good performance and a

polynomial complexity. Using Yen’s algorithm gives a guarantee

to generate all the feasible paths due to the characteristics of

our use case: for each demand, once a path uses the base station

we are sure that all the feasible D2D paths have already been

generated, then the path generation is stopped. This feature is

due to greater weights on BS arcs. The difference between the

weights of the BS links and the D2D ones plays an important

role in the construction of the paths subsets: the greater this

difference is, the longer it could be to obtain all the paths that

use only D2D communication. Finally, to reduce the size of the

formulation, a pre-processing on the SINR constraints is operated

before solving both routing formulations: only the valid SINR

links constraints are kept in the formulation.

4.2 Resource Allocation subproblem
The resource allocation subproblem consists in allocating the

radio resources to each active link provided by the solution of

the first subproblem.

4.2.1 Solving approach. Let Ga (V a ,Ea ) be a graph where

each vertex in the set V a
represents an active link, that is, a link

used by at least one path of the routing problem solution (steps

2-5 in Algorithm 2). An edge e ∈ Ea is associated with a pair of

vertices if the corresponding active links cannot share the same

radio resource due to interference (steps 6-12). The objective is

to assign a minimum number of colors (resources) to the vertices

of the graphGa
, in such a way there is no adjacent vertices with

the same color (step 14). This falls into a classical Vertex Coloring

Problem [7]. The proposed heuristic has as input the initial graph

Algorithm 2 Resource Allocation subproblem

1: Set V a
and Ea to empty sets

2: for each activated link e ∈ A do
3: Set Vertex auxV er tex .id ←− e .id
4: Set V a

: V a ∪ auxV er tex
5: end for
6: for each pair (u, v) ∈ V a do
7: if dist (u, v) ≤ cr iter ia then
8: Set Link auxLink .extremity1←− u
9: Set Link auxLink .extremity2←− v
10: Set Ea : Ea ∪ auxLink
11: end if
12: end for
13: Set graph Ga (V a, Ea )
14: Coloring (Ga )

15: Return Resource Assignment

of the problem, the values of the routing solutions and a criteria

value which represents the minimum distance for a pair of links

to have the same resource. This value was fixed toD = 100 meters

so as to be representative of realistic use cases. Hence, for dist()
method, we calculate the distance between the opposite ends of

the pair of links, that is, the origin of one with the destination of

the other. The method returns zero for adjacent links. Finally, to
find the coloring of the graph Ga

(that is, allocate the resources

to each active link) we use the Colorinд() method which is the

implementation of a classical greedy algorithm [9] for Vertex

Coloring Problem. It is well known that the performance of this

greedy algorithm is sensitive to the order of choice of the next

vertex to be colored. For this reason, we randomly generate a large

number of orders and choose the one that returns the minimum

amount of colors. A lower bound value for the optimal solution

is given by solving the associated Max-clique problem. For this

93



purpose we use the method proposed by [4], which is an exact

approach using parallel programming.

4.3 Experiments and comparative results
The experiment conditions are the same as in section 3. We

generated new instances, with 6 service domains available and

the total amount of UEs is evenly divided between 7 core cells

with one antenna installed on each one.

4.3.1 Routing subproblem. The numerical tests of the routing

subproblem are summarized in table 3. The first column of the

Compact Formulation part is the percentage of active variables
that are not integers in the optimal LP solution. We note that it is

always less than 6%. The second column is the gap between the

solution found by the relaxation and the final solution found by

the LP-based heuristic. The average gap is 2.30% with standard

deviation equals to 3.85%. Finally, the third column is the total run

time in seconds (pre-processing, relaxed solution and LP-based

heuristic). In the second part of table 3, the pre-processing and

solver run times of the path formulation are presented. The aver-

age number of paths generated in pre-processing is equal to 5.26

for each demand (with standard deviation equals to 2.39). Most

of the runtime of the compact formulation based approach was

spent in solving the linear relaxation of the problem. Given the

very low number of fractional variables in the relaxed solution,

the last IP on the residual formulation is quickly solved. It is also

worth noticing that the pre-processing in path formulation is the

most important step, since it is responsible for most of the solv-

ing time for all instances. However, its performance is relatively

better than for the compact formulation, being on average 1.30

times faster. It is important to mention that the gap between the

two formulations was always less than 0.50%.

Table 3: Routing subproblem: numerical tests
Compact formulation Path Formulation

Instances Act Frac
Var (%) Gap (%) Total

Runtime (s)
Pre

processing (s) Solver (s)

U700_D175 0.05 0.03 9.16 4.81 0.02

U700_D350 1.92 1.1 13.92 9.5 0.02

U700_D525 1.84 13 21.28 14.26 0.08

U700_D700 0.87 0.04 26.72 19.22 0.13

U1400_D350 5.22 0.02 46.83 27.48 0.8

U1400_D700 3.37 3.6 77.7 55.68 0.26

U1400_D1050 3.13 3.05 152.31 82.82 0.42

U1400_D1400 1.79 0.49 143.78 110.81 0.60

U2100_D525 5.56 0.02 143.28 81.28 0.23

U2100_D1050 3.54 0.09 257.18 163.39 0.65

U2100_D1575 2.15 3.86 242.84 230 0.8

Table 4: Resource Allocation subproblem: numerical tests
Instances Pre-processing (s) Greedy (s) Gap (%)
U700_D175 0.13 0.89 0

U700_D350 0.53 1.81 0

U700_D525 1.15 2.75 0

U700_D700 2.12 3.89 0

U1400_D350 0.54 1.74 0

U1400_D700 2.34 3.76 0

U1400_D1050 4.97 5.95 0

U1400_D1400 7.06 6.97 0

U2100_D525 1.32 2.07 0

U2100_D1050 4.45 5.25 0

U2100_D1575 11.21 9.51 0

4.3.2 Resource allocation subproblem. Table 4 shows the re-
sults for the resource allocation subproblem, where the Pre-
processing column represents the time needed to transform the

solution from the previous subproblem into a classic graph and

find its max-clique. We can observe that even though they are ex-

tremely large graphs, the time needed to find the final solution is

relatively short. This is due to the characteristics of the topology

constructed from the assumptions and hypotheses previously

presented. Generated graphs have an average density equals to

64.05% - standard deviation equals to 1.98%. Another important

result emphases is that in all cases, we have found the optimal

solution, proven by the lower bound value previously calculated

by the exact max-clique algorithm (last column).

5 CONCLUDING REMARKS
In this paper, we have studied the Domain Creation problem, that

is a routing and resource assignment problem arising in future 5G

networks. We have proposed two algorithms: exact and heuris-

tic, to solve it. The exact approach is based on a node-arc ILP

formulation enhanced by two families of valid inequalities that

are used within a branch-and-cut framework. The preliminary

results show a significant impact of the cuts in strenghthening

the LP relaxation and reducing the computation time. We expect

that adding further classes of cuts and performing an analysis to

find out the specificities of difficult instances (regardless of their

size) will allow to solve even larger instances. A natural ques-

tion would be to consider a non-compact formulation, based on

path variables and propose a column generation based algorithm

to solve it. On an other hand, our experiments show that the

heuristic approach performs well, even on large instances with

up to 2100 devices and 1500 service requests on 7-cell networks.

It would be interesting and most probably very powerful to use it

as a primal heuristic to boost efficiency of an exact algorithm. On

a practical note, a tough but interesting extension is to include

users mobility or temporal aspect in radio resource assignment.
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ABSTRACT

The pooling problem is a frequently studied extension of
the traditional minimum cost flow problem, in which the
composition of the flow is subject to restrictions. In a net-
work consisting of three layers of nodes, the composition
is given at the source layer. In the intermediate nodes,
referred to as pools, the composition is a weighted av-
erage of the compositions in entering flow streams. The
same is true at the sink layer, where upper bounds on
the concentration of each component apply. Motivated by
practical applications, and needs for heuristic methods for
the standard pooling problem, the current work focuses
on pooling problems where the flow graph is restricted to
satisfy certain sparsity conditions. We consider in partic-
ular the requirements that each pool receives flow from
at most one neighboring source, or sends flow to at most
one neighboring sink. We prove that the pooling problem
remains NP-hard after this and other similar extensions.
It is also demonstrated how the single-flow constrained
extensions can be modeled by means of mixed integer lin-
ear programming (MILP), without introducing bilinear
terms. We also show that such MILP-models are useful for
computing good feasible solutions to the original problem.

KEYWORDS

Network flow, pooling problem, mixed integer programming

1 INTRODUCTION

Most network flow models are built upon considerations
of the flow as a homogeneous commodity. In many indus-
trial settings, it is however essential to reflect variation in
composition that may occur across the network. Contami-
nation levels of crude oils supplied to a refinery depend on
their sources of origin. Proportions in which major compo-
nents of natural gas, such as methane, ethane, butane and
propane, occur are not equal for all gas wells. For environ-
mental or technical reasons, requirements to the final flow
composition can be imposed at the reception points of the
flow network. In applications of this kind, it is therefore
crucial for network flow models to recognize not only the
total flow, but also how the flow composition evolves from
network sources to sinks. Updates of the composition at
nodes where differently composed flow streams are pooled
must be reflected by the models. A result of this is a com-
putationally challenging problem referred to as the pooling
problem.

The pooling problem resembles well-studied logistics
models like the minimum cost flow problem and the trans-
portation problem. While a bipartite network structure

© 2019 Copyright held by the owner/author(s). Published in Pro-
ceedings of the International Network Optimization Conference
(INOC), June 12-14, 2019:
Distribution of this paper is permitted under the terms of the Cre-
ative Commons license CC-by-nc-nd 4.0.

means that the problem can be modeled in terms of linear
programming (LP), bilinear formulations appear to be in-
evitable when the network has three layers of nodes. While
large instances of the minimum cost flow problem, with
arbitrary network topology, can be solved fast, exact solu-
tion of pooling problem instances with much fewer nodes
appears to be unrealistic.

Already decades ago, Haverly [19] recognized the pool-
ing problem as a challenge where linear programming ap-
proaches may fail. Because of the anticipated intractability
of the problem, early research was mainly directed towards
heuristic methods [6, 10, 19], where iterative linearization
is the core idea. Floudas and Visweswaran [13] reported
the first exact solution algorithm for the pooling problem.
Later, algorithms based on branch-and-bound [5, 14, 25–27],
Lagrangian relaxation [1, 4, 8], particle swarm optimization
[12], integer programming [11, 16], and semi-definite pro-
gramming [22] have been studied. The industrial relevance
of the problem, notably in petroleum refining [6, 10], the
food industry [20], and in waste water processing [15, 24],
has been acknowledged by many authors. The pooling
problem survey by Misener and Floudas [23] has a compre-
hensive list of references to work in this area.

Standard pooling problems are defined as networks with
three node layers, referred to as sources, pools and sinks,
respectively. Arcs connect either a source to a pool or a pool
to a sink. Quality constraints in terms of bounds on the
composition are imposed at the sinks. Each bound relates
to the relative content of a flow component, referred to as
the quality. Even the class of instances with a unique pool
is strongly NP-hard [2]. The computational complexity is
however favorable if there are additional limitations on
node cardinalities, as polynomial time algorithms have
been developed for the case of a unique pool and an upper
bound on either the number of sinks [17] or the number of
quality constraints at each sink [2]. Polynomial running-
time algorithms for the one-pool instance class also exist
when the number of sources is bounded [9, 18].

The pooling problem remains NP-hard for networks
with only two sources and two sinks, and only one flow
component subject to constraints [17]. Such instances can
be solved in polynomial time when the input data take
values within given bounds [18]. While the algorithms with
polynomial running time mentioned this far are based
on LP, Baltean-Lugojan and Misener [7] prove that also
strongly polynomial solution algorithms exist for a wide
range of network topologies.

In certain applications [21], physical restrictions disallow
flow along more than one arc entering or leaving a pool.
While the pools may have multiple entering and leaving arcs
in the flow network, decisions must be made as to which one
of these to apply. This problem can be rephrased as a bilevel
problem in the realm of network design: Find a subnetwork,
such that each pool has only one entering arc and/or only
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one leaving arc, and solve the pooling problem on the
selected subgraph. In this context, it becomes relevant that
the pooling problem can be formulated as a compact LP if
each pool has either in-degree or out-degree equal to one
[17, Proposition 3]. By introducing design variables for each
arc, the said extension is formulated as a mixed integer
linear program (MILP), and, contrary to the standard
pooling problem, bilinear constraints are easily avoided.

Extensions where restrictions on the number of flow-
carrying arcs incident to each pool are also interesting from
a computational point of view. The feasible region of the
extended version is obviously a subset of its counterpart
in the original version. In instances where the optimal so-
lutions to the original and revised problems are not too
far apart, the latter problem may serve as a close approxi-
mation to the former. If the more restricted version of the
problem is solved with sufficiently smaller computational
burden than what is the case of the original, it may thus
be a key to effective inner approximation of the standard
pooling problem.

In the current work, we consider four different variants
of the pooling problem with constraints on the number of
active arcs (Section 2). The contributions made to the pool-
ing problem literature includes proofs of the NP-hardness
of each of the new problems (Section 3). Further, we give
MILP-formulations for the problems, along with valid in-
equalities and lifting procedures for strengthening the re-
laxations of the formulations (Sections 4–5). Preliminary
experiments are reported (Section 6), demonstrating that
the inner approximation idea enables improvements of the
best known solution to four instances of the standard pool-
ing problem.

2 NOTATION AND PROBLEM
DEFINITION

Let 𝐷 = (𝑁,𝐴) be a directed acyclic graph with the
node set 𝑁 partitioned into the sets 𝑆 of sources, 𝑃 of
pools, and 𝑇 of sinks. The arc set 𝐴 = 𝐴𝑆 ∪ 𝐴𝑇 is par-
titioned into 𝐴𝑆 ⊆ 𝑆 × 𝑃 and 𝐴𝑇 ⊆ 𝑃 × 𝑇 , connecting
sources with pools and pools with sinks, respectively. Thus,
𝐻 = {(𝑠, 𝑝, 𝑡) ∈ 𝑆 × 𝑃 × 𝑇 : (𝑠, 𝑝), (𝑝, 𝑡) ∈ 𝐴} is the set of
directed paths in 𝐷. Let 𝐾 be a finite set, the elements
of which are referred to as qualities. For each node 𝑖 ∈ 𝑁 ,
define the upper flow bound 𝑏𝑖, let 𝑏𝑖𝑗 = min{𝑏𝑖, 𝑏𝑗} for
each arc (𝑖, 𝑗) ∈ 𝐴, and let 𝑏𝑠𝑝𝑡 = min{𝑏𝑠, 𝑏𝑝, 𝑏𝑡} for each
path (𝑠, 𝑝, 𝑡) ∈ 𝐻. Further, associate the unit cost 𝑐𝑖𝑗 with
arc (𝑖, 𝑗). For each quality 𝑘 ∈ 𝐾, we introduce parameters
for each source and each sink. Let 𝑞𝑘𝑠 be the concentration
of quality 𝑘 at source 𝑠, and let 𝑞𝑘𝑡 be the upper bound on
the concentration of quality 𝑘 at sink 𝑡.

For each 𝑠 ∈ 𝑆, 𝑝 ∈ 𝑃 , and 𝑡 ∈ 𝑇 , we define the neighbor
sets 𝑃𝑠 = {𝑝 ∈ 𝑃 : (𝑠, 𝑝) ∈ 𝐴}, 𝑆𝑝 = {𝑠 ∈ 𝑆 : (𝑠, 𝑝) ∈ 𝐴},
𝑇𝑝 = {𝑡 ∈ 𝑇 : (𝑝, 𝑡) ∈ 𝐴}, and 𝑃𝑡 = {𝑝 ∈ 𝑃 : (𝑝, 𝑡) ∈ 𝐴}.
Let 𝐹 (𝐷, 𝑏) ⊆ R𝐴

+ be the flow polytope associated with
𝐷 and 𝑏. That is, 𝑥 ∈ 𝐹 (𝐷, 𝑏) means that 𝑥 is a vector
with components 𝑥𝑖𝑗 corresponding to the arcs (𝑖, 𝑗), sat-
isfying the capacity constraints

∑︀
𝑝∈𝑃𝑠

𝑥𝑠𝑝 ≤ 𝑏𝑠 (𝑠 ∈ 𝑆),∑︀
𝑝∈𝑃𝑡

𝑥𝑝𝑡 ≤ 𝑏𝑡 (𝑡 ∈ 𝑇 ), and
∑︀

𝑠∈𝑆𝑝
𝑥𝑠𝑝 ≤ 𝑏𝑝 (𝑝 ∈ 𝑃 ), and

the flow conservation constraints
∑︀

𝑠∈𝑆𝑝
𝑥𝑠𝑝 =

∑︀
𝑡∈𝑇𝑝

𝑥𝑝𝑡

(𝑝 ∈ 𝑃 ). Any flow 𝑥 ∈ 𝐹 (𝐷, 𝑏) induces, for every 𝑘 ∈ 𝐾, a
concentration 𝑤𝑘

𝑖 at node 𝑖 ∈ 𝑁 . In the case of a source

𝑠, 𝑤𝑘
𝑠 = 𝑞𝑘𝑠 . For nodes 𝑗 ∈ 𝑃 ∪ 𝑇 , the concentration is a

solution to

𝑤𝑘
𝑗

∑︀
𝑖∈𝑁 :(𝑖,𝑗)∈𝐴 𝑥𝑖𝑗 =

∑︀
𝑖∈𝑁 :(𝑖,𝑗)∈𝐴 𝑤𝑘

𝑖 𝑥𝑖𝑗 , (1)

reflecting the assumption that 𝑘 represents a chemical
compound, the concentration of which blends linearly when
heterogeneous flow streams meet.

Definition 2.1. The Standard Pooling Problem amounts
to finding a flow 𝑥 ∈ 𝐹 (𝐷, 𝑏) inducing a concentration
𝑤 ∈ R𝑁×𝐾 satisfying 𝑤𝑘

𝑡 ≤ 𝑞𝑘𝑡 for each 𝑡 ∈ 𝑇 and each
𝑘 ∈ 𝐾, such that

∑︀
(𝑖,𝑗)∈𝐴 𝑐𝑖𝑗𝑥𝑖𝑗 is minimized.

In the remainder of the paper, we mainly focus on ex-
tensions of the Standard Pooling Problem, where ad-
ditional constraints on the number of flow streams leav-
ing/entering a pool are imposed.

Definition 2.2. Each of the following problems are iden-
tified by a set of constraints in addition to those applying
to Definition 2.1:

∙ The Single-In Pooling Problem: For all 𝑝 ∈ 𝑃 ,
𝑥𝑠𝑝 > 0 for at most one 𝑠 ∈ 𝑆𝑝.

∙ The Single-Out Pooling Problem: For all 𝑝 ∈ 𝑃 ,
𝑥𝑝𝑡 > 0 for at most one 𝑡 ∈ 𝑇𝑝.

∙ The Single-In-And-Out Pooling Problem: For
all 𝑝 ∈ 𝑃 , 𝑥𝑠𝑝 > 0 for at most one 𝑠 ∈ 𝑆𝑝, and
𝑥𝑝𝑡 > 0 for at most one 𝑡 ∈ 𝑇𝑝.

∙ The Single-In-Or-Out Pooling Problem: For all
𝑝 ∈ 𝑃 , 𝑥𝑠𝑝 > 0 for at most one 𝑠 ∈ 𝑆𝑝, or 𝑥𝑝𝑡 > 0
for at most one 𝑡 ∈ 𝑇𝑝.

3 COMPLEXITY

For all the single-flow constrained problems introduced in
the previous section, the following observations are made:
With knowledge to the sources (sinks) from (to) which the
single flows enter (leave) a pool, the remaining problem
can be solved in terms of a compact Linear Program (LP)
[17, Proposition 3]. However, the problems are in general
intractable.

Proposition 3.1. The problems given in Definition 2.2
are NP-hard.

Proof. There exists [17, Theorem 6] a polynomial re-
duction from the Maximum 2-Satisfiability Problem
to an instance class of the Standard Pooling Problem,
in which all feasible solutions satisfy the constraints of
the Single-Out Pooling Problem, and thereby also
the Single-In-Or-Out Pooling Problem. It follows
that the latter two problems are NP-hard. Analogously, a
polynomial reduction [17, Theorem 7] from the Minimum
2-Satisfiability Problem proves the NP-hardness of the
Single-In Pooling Problem. That also the Single-In-
And-Out Pooling Problem is NP-hard, is proved by
the following reduction from the Partition Problem: Let
𝑎1, . . . , 𝑎𝑛 ∈ Z+. Consider the instance of the Single-In-
And-Out Pooling Problem where 𝑆 = {𝑠1, . . . , 𝑠𝑛},
𝑃 = {𝑝1, . . . , 𝑝𝑛}, 𝑇 = {𝑡0, 𝑡1}, 𝐴𝑇 = 𝑃 × 𝑇 , 𝐴𝑆 =
{(𝑠𝑖, 𝑝𝑖)}𝑛𝑖=1, 𝐾 = ∅, 𝑏𝑠𝑖 = 𝑏𝑝𝑖 = 𝑎𝑖 (𝑖 = 1, . . . , 𝑛), 𝑏𝑡0 =

𝑏𝑡1 = 1
2

∑︀𝑛
𝑖=1 𝑎𝑖, 𝑐𝑠𝑖𝑝𝑖 = −1, and 𝑐𝑝𝑡 = 0 for (𝑝, 𝑡) ∈ 𝐴𝑇 . It

follows that {𝑎1, . . . , 𝑎𝑛} is a yes-instance to the Partition
Problem if and only if the minimum cost in the corre-
sponding instance of the Single-In-And-Out Pooling
Problem is −

∑︀𝑛
𝑖=1 𝑎𝑖. �
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4 MIXED INTEGER
PROGRAMMING MODELS

All problems introduced in Definition 2.2 are formulated
in terms of continuous variables representing path flow,
and binary variables representing selection of arcs to carry
the flow. In the models that follow, the flow 𝑥𝑖𝑗 along arc
(𝑖, 𝑗) is not represented by a dedicated variable, but it is
available by summation of all flow variables corresponding
to paths containing (𝑖, 𝑗). In all models, 𝑥𝑠𝑝𝑡 denotes the
flow along path (𝑠, 𝑝, 𝑡) ∈ 𝐻. To model the Single-In-Or-
Out Pooling Problem, let 𝑦 be a binary vector over the
arcs in 𝐷. For any arc (𝑠, 𝑝) ∈ 𝐴𝑆 , pool 𝑝 receives flow
uniquely along (𝑠, 𝑝) if 𝑦𝑠𝑝 = 1. Analogously, if 𝑦𝑝𝑡 = 1,
then pool 𝑝 sends flow uniquely along arc (𝑝, 𝑡) ∈ 𝐴𝑇 .
Letting 𝐻𝑖 denote the set of paths intersecting node 𝑖 ∈ 𝑁 ,
this leads to the formulation:

min
𝑥,𝑦

∑︁
(𝑠,𝑝,𝑡)∈𝐻

(𝑐𝑠𝑝 + 𝑐𝑝𝑡)𝑥𝑠𝑝𝑡 (2)

s.t.
∑︁

(𝑠,𝑝,𝑡)∈𝐻𝑖

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑖 𝑖 ∈ 𝑁 (3)

∑︁
𝑝∈𝑃𝑡

∑︁
𝑠∈𝑆𝑝

(︁
𝑞𝑘𝑠 − 𝑞𝑘𝑡

)︁
𝑥𝑠𝑝𝑡 ≤ 0 𝑡 ∈ 𝑇, 𝑘 ∈ 𝐾 (4)

∑︁
𝑠∈𝑆𝑝

𝑦𝑠𝑝 +
∑︁
𝑡∈𝑇𝑝

𝑦𝑝𝑡 = 1 𝑝 ∈ 𝑃 (5)

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑠𝑝𝑡 (𝑦𝑠𝑝 + 𝑦𝑝𝑡) (𝑠, 𝑝, 𝑡) ∈ 𝐻 (6)

𝑥 ∈ R𝐻
+ , 𝑦 ∈ {0, 1}𝐴 (7)

As arc flow is replaced by path flow, there is no need
for flow conservation constraints. Thus, the capacity con-
straints (3) ensure that only solutions in 𝐹 (𝐷, 𝑏) are fea-
sible. Because the concentration of quality 𝑘 ∈ 𝐾 at
sink 𝑡 equals

∑︀
𝑝∈𝑃𝑡

∑︀
𝑠∈𝑆𝑝

𝑞𝑘𝑠𝑥𝑠𝑝𝑡/
∑︀

𝑝∈𝑃𝑡

∑︀
𝑠∈𝑆𝑝

𝑥𝑠𝑝𝑡, con-

straints (4) impose the upper bound 𝑞𝑘𝑡 on the concentra-
tion. Finally, flow on at most one arc entering pool 𝑝 ∈ 𝑃 ,
or at most one arc leaving 𝑝, is achieved by (5)–(6).

By addition of 𝑦𝑝𝑡 = 0 ((𝑝, 𝑡) ∈ 𝐴𝑇 ) and 𝑦𝑠𝑝 = 0 ((𝑠, 𝑝) ∈
𝐴𝑆), respectively, (2)–(7) also becomes a formulation of
the Single-In Pooling Problem and the Single-Out
Pooling Problem.

The Single-In-And-Out Pooling Problem is formu-
lated in terms of the binary path selection variables 𝑦𝑠𝑝𝑡
((𝑠, 𝑝, 𝑡) ∈ 𝐻). The objective is to minimize (2) subject to
(3)–(4) and ∑︁

(𝑠,𝑝,𝑡)∈𝐻𝑝

𝑦𝑠𝑝𝑡 = 1 𝑝 ∈ 𝑃 (8)

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑠𝑝𝑡𝑦𝑠𝑝𝑡 (𝑠, 𝑝, 𝑡) ∈ 𝐻 (9)

𝑥 ∈ R𝐻
+ , 𝑦 ∈ {0, 1}𝐻 (10)

5 STRENGTHENING THE
FORMULATIONS

This section gives some simple techniques for strengthening
the continuous relaxations of the MILP-formulations. First,
observe that for pools with only one entering or one leaving
arc, the 𝑦-variables and corresponding constraints are not
needed.

Observation 1. Deletion of variables 𝑦𝑠𝑝 (𝑠 ∈ 𝑆𝑝) and
𝑦𝑝𝑡 (𝑡 ∈ 𝑇𝑝), as well as constraints (5)–(6), for all 𝑝 ∈ 𝑃

such that min {|𝑆𝑝| , |𝑆𝑝|} = 1, does not alter the optimal
solution to (2)–(7).

5.1 Lifted Inequalities

By a maximum flow instance of (2)–(7), we mean an in-
stance in which 𝑐𝑝𝑡 = −1 for a unique sink 𝑡 ∈ 𝑇 and all
neighboring pools 𝑝 ∈ 𝑃𝑡, whereas 𝑐𝑖𝑗 = 0 for all other
arcs (𝑖, 𝑗) ∈ 𝐴. That is, the problem is to maximize the
flow entering 𝑡, subject to the imposed constraints. Anal-
ogously, if all arcs leaving a given source 𝑠 ∈ 𝑆 have cost
−1, whereas other costs are zero, we face a maximum flow
instance corresponding to source 𝑠.

When the inducing node is a sink, the maximum flow
instance is particularly easy to solve:

Proposition 5.1. Any maximum flow instance of (2)–
(7) corresponding to 𝑡 ∈ 𝑇 has an optimal solution (𝑥, 𝑦)
where 𝑦𝑝𝑡 = 1 for all 𝑝 ∈ 𝑃𝑡, and 𝑥𝑠𝑝𝑡 = 0 for all (𝑠, 𝑝, 𝑡) ∈
𝐻 where 𝑡 ̸= 𝑡.

Proof. Let (𝑥, 𝑦) be a feasible solution to (2)–(7). As-
sume that

∑︀
(𝑠,𝑝,𝑡)∈𝐻𝑡

𝑥𝑠𝑝𝑡 > 0 for some sink 𝑡 ̸= 𝑡. Then,

for a sufficiently small 𝛿 > 0, also (𝑥′, 𝑦), where 𝑥′
𝑠𝑝𝑡 =

(1−𝛿)𝑥𝑠𝑝𝑡 for all (𝑠, 𝑝, 𝑡) ∈ 𝐻𝑡 and 𝑥′
𝑠𝑝𝑡 = 𝑥𝑠𝑝𝑡 for (𝑠, 𝑝, 𝑡) ∈

𝐻∖𝐻𝑡, is also feasible. Further, the objective function value
at (𝑥′, 𝑦) is identical to the one at (𝑥, 𝑦). For the largest
such 𝛿, 𝑥′

𝑠𝑝𝑡 = 0 for some (𝑠, 𝑝, 𝑡) ∈ 𝐻𝑡. It follows by in-

duction that (2)–(7) has an optimal solution where 𝑡 is the
sole sink to receive non-zero flow. In such a solution, it is
optimal to assign the value 1 to 𝑦𝑝𝑡 for all 𝑝 ∈ 𝑃𝑡, which
completes the proof. �

The tractability of sink-induced maximum flow instances
is contrasted by their source-induced counterparts:

Proposition 5.2. The Single-In-Or-Out Pooling
Problem is NP-hard for maximum flow instances corre-
sponding to a source.

Proof. The proof is by reduction from the Partition
Problem: Let 𝑎1, . . . , 𝑎𝑛 ∈ Z+. Consider the instance of
the Single-In-Or-Out Pooling Problem where 𝑆 ={︀
𝑠+1 , . . . , 𝑠

+
𝑛 , 𝑠

−
1 , . . . , 𝑠

−
𝑛 , 𝑠

}︀
, 𝑃 = {𝑝1, . . . , 𝑝𝑛, 𝑝},

𝑇 = {𝑡0, 𝑡1}, 𝐴𝑇 = 𝑃 × 𝑇 , 𝐴𝑆 =
{︀
(𝑠+𝑖 , 𝑝𝑖), (𝑠

−
𝑖 , 𝑝𝑖)

}︀𝑛

𝑖=1
∪

{(𝑠, 𝑝)}, 𝐾 = {𝑘}, 𝑏
𝑠+𝑖

= 𝑏
𝑠−𝑖

= 𝑎𝑖, 𝑏𝑝𝑖 = 2𝑎𝑖 (𝑖 = 1, . . . , 𝑛),

𝑏𝑠 = 𝑏𝑝 = 2
∑︀𝑛

𝑖=1 𝑎𝑖, 𝑏𝑡0 = 𝑏𝑡1 = 2
∑︀𝑛

𝑖=1 𝑎𝑖, 𝑞
𝑘

𝑠+𝑖
= 𝑞𝑘

𝑠−𝑖
= 0

(𝑖 = 1, . . . , 𝑛), 𝑞𝑘𝑠 = 1, 𝑞𝑘𝑡0 = 𝑞𝑘𝑡1 = 1
2
, 𝑐𝑠𝑝 = −1, and 𝑐𝑖𝑗 = 0

for all (𝑖, 𝑗) ∈ 𝐴 ∖ {(𝑠, 𝑝)}.
The quality constraints at sinks 𝑡0 and 𝑡1 ensure that

the flow along arc (𝑠, 𝑝) is at full capacity 2
∑︀𝑛

𝑖=1 𝑎𝑖 only
if both sinks receive

∑︀𝑛
𝑖=1 𝑎𝑖 flow units from 𝑆 ∖ {𝑠}. Then

the flow along the arcs entering 𝑝1, . . . , 𝑝𝑛 are at full capac-
ity. From the single-flow constraints, it follows that each
pool 𝑝1, . . . , 𝑝𝑛 delivers flow to exactly one sink. Hence,
(𝑎1, . . . , 𝑎𝑛) is a yes-instance if and only if the maximum
flow leaving 𝑠 is 2

∑︀𝑛
𝑖=1 𝑎𝑖. �

Observation 2. If (𝑥, 𝑦) is an optimal solution to (2)–
(7), then ∑︁

𝑝∈𝑃𝑡

∑︁
𝑠∈𝑆𝑝

(𝑐𝑠𝑝 + 𝑐𝑝𝑡)𝑥𝑠𝑝𝑡 ≤ 0 (11)

for all 𝑡 ∈ 𝑇 .
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Proof. Assume (11) is violated for some 𝑡′ ∈ 𝑇 . Define
𝑥′ ∈ R𝐻

+ such that 𝑥′
𝑠𝑝𝑡′ = 0 (𝑝 ∈ 𝑃𝑡′ , 𝑠 ∈ 𝑆𝑝) and 𝑥′

𝑠𝑝𝑡 =

𝑥𝑠𝑝𝑡 (𝑡 ∈ 𝑇 ∖ {𝑡′}, 𝑝 ∈ 𝑃𝑡, 𝑠 ∈ 𝑆𝑝). Then, (𝑥
′, 𝑦) is feasible,

and
∑︀

(𝑠,𝑝,𝑡)∈𝐻 (𝑐𝑠𝑝 + 𝑐𝑝𝑡)𝑥
′
𝑠𝑝𝑡 <

∑︀
(𝑠,𝑝,𝑡)∈𝐻 (𝑐𝑠𝑝 + 𝑐𝑝𝑡)𝑥𝑠𝑝𝑡,

contradicting the optimality assumption. �

It follows from Observation 2 that, for any (𝑠, 𝑝, 𝑡) ∈ 𝐻,
we can lift inequality (6) to

𝑥𝑠𝑝𝑡 ≤ 𝛼𝑠𝑝𝑡𝑦𝑠𝑝 + 𝛽𝑠𝑝𝑡𝑦𝑝𝑡,

where 𝛼𝑠𝑝𝑡 and 𝛽𝑠𝑝𝑡 are upper bounds on the optimal
flow along (𝑠, 𝑝, 𝑡) under the mutually exclusive conditions
𝑦𝑠𝑝 = 1 and 𝑦𝑝𝑡 = 1, respectively. The latter bound is
identified by the linear program

𝛽𝑠𝑝𝑡 = max
𝑥

𝑥𝑠𝑝𝑡 (12)

s.t.
∑︁

𝑝∈𝑃𝑠∩𝑃𝑡

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑠 𝑠 ∈ 𝑆 (13)

∑︁
𝑠∈𝑆𝑝

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑝 𝑝 ∈ 𝑃𝑡 (14)

∑︁
𝑝∈𝑃𝑡

∑︁
𝑠∈𝑆𝑝

(︁
𝑞𝑘𝑠 − 𝑞𝑘𝑡

)︁
𝑥𝑠𝑝𝑡 ≤ 0 𝑘 ∈ 𝐾 (15)

∑︁
𝑝∈𝑃𝑡

∑︁
𝑠∈𝑆𝑝

(𝑐𝑠𝑝 + 𝑐𝑝𝑡)𝑥𝑠𝑝𝑡 ≤ 0 (16)

𝑥 ∈ R𝐻𝑡
+ , (17)

while 𝛼𝑠𝑝𝑡 is the optimal objective function value to the
same LP, with the additional constraints that 𝑥𝑠𝑝𝑡 = 0 for
all 𝑠 ∈ 𝑆𝑝 ∖ {𝑠}.

Recently, a procedure for eliminating sinks at which
the quality constraints (4) can be met only by the zero
flow, has been suggested [11, Observation 1]. The above
lifting techniques is built upon analogous principles, and
has a corresponding elimination effect since 𝛽𝑠𝑝𝑡 = 0 for
all (𝑠, 𝑝, 𝑡) ∈ 𝐻𝑡 if (4) is too strict at 𝑡. By virtue of the
profitability condition (16), however, the lifting procedure
is capable of eliminating more sink nodes, and it is conse-
quently more selective than [11].

A stronger relaxation of the formulation for the Single-
In-And-Out Pooling Problem is obtained by lifting
constraint (9) to

𝑥𝑠𝑝𝑡 ≤ 𝛼𝑠𝑝𝑡𝑦𝑠𝑝𝑡 (𝑠, 𝑝, 𝑡) ∈ 𝐻.

5.2 Valid Inequalities

Because the flow along arc (𝑠, 𝑝) cannot exceed 𝑏𝑠𝑝, and
because it is non-zero only if 𝑦𝑠𝑝 or

∑︀
𝑡∈𝑇𝑝

𝑦𝑝𝑡 equals one,

the following inequalities are valid in all problems (the
Single-In-And-Out Pooling Problem disregarded):

∑︁
𝑡∈𝑇𝑝

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑠𝑝

⎛⎝𝑦𝑠𝑝 +
∑︁
𝑡∈𝑇𝑝

𝑦𝑝𝑡

⎞⎠ (𝑠, 𝑝) ∈ 𝐴𝑆 (18)

∑︁
𝑠∈𝑆𝑝

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑝𝑡

⎛⎝𝑦𝑝𝑡 +
∑︁
𝑠∈𝑆𝑝

𝑦𝑠𝑝

⎞⎠ (𝑝, 𝑡) ∈ 𝐴𝑇 (19)

The arguments leading to (19) are analogous to those
yielding (18).

When the capacities at the sinks 𝑇𝑝 are large compared
with capacities 𝑏𝑠 and 𝑏𝑝, (18) becomes particularly effec-
tive. In the extreme case, when min {𝑏𝑡 : 𝑡 ∈ 𝑇𝑝} ≥ 𝑏𝑠𝑝,

we have 𝑏𝑠𝑝𝑡 = 𝑏𝑠𝑝 for all 𝑡 ∈ 𝑇𝑝. Summating (6) over all
𝑡 ∈ 𝑇𝑝 then yields∑︁

𝑡∈𝑇𝑝

𝑥𝑠𝑝𝑡 ≤ |𝑇𝑝| 𝑏𝑠𝑝𝑦𝑠𝑝 + 𝑏𝑠𝑝
∑︁
𝑡∈𝑇𝑝

𝑦𝑝𝑡,

which obviously is weaker than (18). Analogously, (19)
becomes effective when 𝑏𝑠 (𝑠 ∈ 𝑆𝑝) is large compared with
𝑏𝑝 and 𝑏𝑡.

A valid formulation of the Single-In-Or-Out Pooling
Problem is obtained if (6) is replaced by (18)–(19). How-
ever, in the continuous relaxations of the formulations, in-
equalities (18)–(19) and constraints (6) complement rather
than replace each other. This is seen by observing that for
fractional values of 𝑦, (18)–(19) do not necessarily imply
(6).

Inequality (19) is lifted to∑︁
𝑠∈𝑆𝑝

𝑥𝑠𝑝𝑡 ≤ 𝜎𝑝𝑡𝑦𝑝𝑡 +
∑︁
𝑠∈𝑆𝑝

𝛼𝑠𝑝𝑡𝑦𝑠𝑝 (𝑝, 𝑡) ∈ 𝐴𝑇 ,

in a way analogously to what is outlined in Section 5.1.
The upper bound 𝜎𝑝𝑡 on the optimal flow along a given arc
(𝑝, 𝑡) ∈ 𝐴𝑇 , is given by the maximum value of

∑︀
𝑠∈𝑆𝑝

𝑥𝑠𝑝𝑡,

subject to constraints (13)–(17).
According to Proposition 5.1, maximizing the flow along

an arc entering a sink does not involve consideration of
other sinks. Consequently, the LP (12)–(17) has variables
corresponding exclusively to paths in 𝐻𝑡. Unfortunately,
an analogous network reduction is not achieved when the
maximum flow 𝜎𝑠𝑝 along (𝑠, 𝑝) ∈ 𝐴𝑆 is to be maximized.
Proposition 5.2 suggests that lifting of inequality (18) anal-
ogously to the lifting of (19) is considerably more expensive,
and computing 𝜎𝑠𝑝 is unlikely to be worth the computa-
tional cost.

With no efforts beyond those required in the lifting of
(6) and (19), (18) is however lifted to∑︁

𝑡∈𝑇𝑝

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑠𝑝𝑦𝑠𝑝 +
∑︁
𝑡∈𝑇𝑝

𝛽𝑠𝑝𝑡𝑦𝑝𝑡 (𝑠, 𝑝) ∈ 𝐴𝑆 .

In the Single-In-And-Out Pooling Problem, the
valid inequalities∑︁

𝑡∈𝑇𝑝

𝑥𝑠𝑝𝑡 ≤ 𝑏𝑠𝑝
∑︁
𝑡∈𝑇𝑝

𝑦𝑠𝑝𝑡 (𝑠, 𝑝) ∈ 𝐴𝑆

become effective when the sinks have relatively large ca-
pacities.

6 PRELIMINARY EXPERIMENTS

Feasible solutions to any of the problems of Definition 2.2
are also feasible in the Standard Pooling Problem. So-
lution algorithms for the single-flow constrained problems,
possibly with time interruption, can thus be considered as
heuristic methods for the standard version of the problem.
This section reports some preliminary experiments where
this approach is benchmarked against other heuristics that
recently have been analyzed in the literature.

6.1 Test Instances and Experimental
Setup

The Single In-Or-Out Pooling Problem is the variant
which preserves the largest part of the feasible region in the
standard problem. Therefore, our experiments amount to
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submitting instantiations of model (2)–(7), with the addi-
tion of the valid inequalities (18)–(19), to a generic MILP-
solver. Twenty publicly available benchmark instances are
considered, each of which has previously [3, 11, 16] been an-
alyzed in studies of heuristics for the Standard Pooling
Problem. Dey and Gupte [11] report extensive experi-
ments on 50 additional randomly generated instances, to
which we do not have access. They compare variants of
their MIP-techniques, based on discretization of the solu-
tion set, with various heuristics. Amongst these is the time-
interrupted application of a generic global solver (BARON).
As detailed reports on the solutions produced by all in-
vestigated methods are provided [11], the capabilities of
the current approach to generate good feasible solutions is
benchmarked against these.

The test instances are partitioned into three groups,
where the node and quality cardinalities, |𝑆|, |𝑃 *|, |𝑇 |,
and |𝐾| are constant within each group. Here, 𝑃 * =
{𝑝 ∈ 𝑃 : max {|𝑆𝑝| , |𝑇𝑝|} > 1} is the set of pools with more
than one incident arc on at least one side. In instances
A0, . . . ,A9, we have |𝑆| = 20, |𝑃 *| = 10, |𝑇 | = 15, and
|𝐾| = 12, in instances B0, . . . ,B5, |𝑆| = 35, |𝑃 *| = 17,
|𝑇 | = 21, and |𝐾| = 17, and in instances C0, . . . ,C3,
|𝑆| = 60, |𝑃 *| = 30, |𝑇 | = 40, and |𝐾| = 20. More de-
tails about the instances are given in [3]. Henceforth, this
set of instances is denoted 𝐼.

To solve the MILP-instances, CPLEX (version 12.5.1.0)
is used. Time bounds of 30 CPU-minutes (instances A0–A9
and B0–B5) and 60 CPU-minutes (instances C0–C3) are
imposed. All runs are made on a Linux machine (64-bit)
with two x86-processors (2.40 GHz) and 1.9GB of RAM.

6.2 Numerical Results

Following [11], a summary of the performance of the ap-
proach under study is given in terms of performance profiles.
Let 𝑀 be the set consisting of the 13 methods compared
in [11], in addition to the current one. For each 𝑚 ∈ 𝑀 ,
let 𝑧(𝑚, 𝑖) be the cost of the solution that method 𝑚 pro-
duced in instance 𝑖 ∈ 𝐼, and define the corresponding

score 𝜂(𝑚, 𝑖) = 𝑧(𝑚,𝑖)−min{𝑧(𝑛,𝑖):𝑛∈𝑀}
max{𝑧(𝑛,𝑖):𝑛∈𝑀}−min{𝑧(𝑛,𝑖):𝑛∈𝑀} . That is,

𝜂(𝑚, 𝑖) ∈ [0, 1], with lower values indicating better per-
formance. A point (𝜅, 𝛾) intersected by the performance
profile of 𝑚 tells that there exist |𝐼|𝛾 instances 𝑖 (but not
more), in which 𝜂(𝑚, 𝑖) is no more than 𝜅. Hence, higher
profiles indicate stronger performance than lower ones.

Performance profiles obtained from previously reported
experiments [11] are depicted in Fig. 1. Additionally, the
red dashed profile represents the performance of the ap-
proach taken in the current work. We observe that for small
values of 𝜅, the red profile is dominated by the blue dotted
profile, which represents the performance of BARON when
assigned a time bound of 60 CPU minutes. This reflects
the fact that BARON more often (in 9 instances) than
the current method (in 6 instances) is the best-performing
method. However, in the larger instances, the global solver
struggles to find good feasible solutions, and finds only
the zero solution in three of them. Modest growth in the
corresponding profile is accordingly observed. Further ex-
periments [11] focused on larger instances, demonstrate
that BARON gets outperformed by the MILP techniques
introduced in [11].

Figure 1: Performance profile of the current IP-
approach (red dashed line) matched with BARON
(blue dotted line), and other methods (green solid
lines) from [11]

A feature of the solution approach analyzed in the cur-
rent work is that only sparse solutions, in the sense of
Definition 2.2, are considered. The high positions of the
corresponding profile in Fig. 1 suggests that, in the in-
stances under study, there exist near-optimal solutions to
the Standard Pooling Problem featuring sparsity. At
worst (𝑖 = A4), the score is 𝜂(𝑚, 𝑖) = 0.23 (𝑚 denoting the
current method). The largest optimality gap, relative to
the lower bounds computed by BARON within one CPU
hour [11], is in no instance above 17%. In one instance
(A9), optimality in the Standard Pooling Problem is
proved. The strength of the approach appears to be good
worst-case performance, as only the profile of the method
A(4) [11] has higher positioned points beyond 𝜅 = 0.02. In
four of the instances (B3, B4, B5, and C2), the approach
under study finds better solutions to the Standard Pool-
ing Problem than the previously best known, reported in
[11, 16].

Four of the test instances (A0–A3) are solved to integer
optimality in less than 20 CPU seconds, three more (A4, A7,
and A9) are solved in less than 7 CPU minutes, and another
two instances (A5 and B1) are solved in less than 12 CPU
minutes. In all the remaining 11 instances (A6, A8, B0, B2–
B5, and C0–C3), the solver is interrupted because the time
limit (30 and 60 CPU minutes, respectively) is reached.
Upon interruption, the remaining relative optimality gap
is below 1% in four instances (A6, A8, B4, and B5), and
at most 17% (instance C1).

7 CONCLUSIONS

Although much progress on solution algorithms for the
Standard Pooling Problem has been made over the
last decade, it is still to be judged as a considerably diffi-
cult problem to solve. Restricted versions of the problems
introduced in the current text are also shown to be NP-
hard. Unlike their parent problem, however, the single-flow
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constrained pooling problems admit very natural MILP-
formulations. By virtue of this, powerful MILP-solvers can
provide non-trivial feasible solutions, at least in instances
of modest size.

The Single-In-Or-Out Pooling Problem, which has
received most of the attention in this work, has a potential
to serve as an inner approximation of the standard problem.
Some progress towards strong MILP-formulations for the
problem has been made, and preliminary computational
tests are encouraging. In the instances tested in the current
work, the sparse solutions obtained are good approxima-
tions of the optimal solutions to the Standard Pooling
Problem. To what extent the approximation capability
is a general or an instance-specific property is a research
question worthy of being investigated, both theoretically
and experimentally.

An adequate experimental evaluation of the approach is
left to be made. Numerical experiments reported so far are
insufficient to conclude about strengths and weaknesses,
and should not be considered as a complete assessment. In
the full-length version of this paper, we will carry out a more
thorough study of the theory and the solution methods for
the pooling problem with single-flow constraints.
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ABSTRACT

With the 5th generation ofmobile networking (5G) on our doorstep,
optical network operators are reorganizing their network infras-
tructures so that they can deploy different topologies on the same
physical infrastructure on demand. This new paradigm, called
network slicing, together with network function virtualization
(NFV), can be enabled by segmenting the physical resources based
on the requirements of the application level.

In this paper, we investigate a nested decomposition scheme
for the design of reliable 5G network slicing. It involves revisit-
ing and improving the previously proposed column generation
models, and adding in particular the computation of dual bounds
with Lagrangian relaxation in order to assess the accuracy of the
solutions.

Extensive computational results show thatwe can get ε-optimal
reliable 5G slicing solutions with small ε (about 1% on average)
in fairly reasonable computational times.

1 INTRODUCTION

The 5th generation of mobile networking (5G) is based on the
key technologies of Software-Defined Networking (SDN) and
Network Function Virtualization (NFV) in order to offer multiple
services with various performance requirements, e.g., low latency,
high throughput, high reliability, or high security. SDN allows
network operators to remotely (re)configure the physical network
in order to reserve on demand networking resources. Virtual
compute nodes (i.e., node with computing resources such as
servers or a data center) can enable Virtual Network Functions
(VNFs) running on top of general-purpose hardware, such as a
cloud infrastructure.

Within the context of 5G networks, network slicing is an end-
to-end logical network provisioned with a set of isolated virtual
resources on a shared physical infrastructure. Slices are provided
as different customized services to fulfill dynamic demands, with
flexible resource allocations. In other words, a network slice is a
self-contained network with its own virtual resources, topology,
traffic flow, and provisioning rules. Network slicing is therefore
a key feature of 5G networks, which allows the efficient resource
share of a common physical infrastructure and consequently,
reduces operators’ network construction costs.

An interesting feature of SDN is its ability to process traf-
fic while forwarding it, using "network functions" or "network
services". The latter ones can implement header processing and
payload processing functions, such as network address transla-
tion (NAT), firewall, or domain name system (DNS). They are
called Virtual Network Functions (VNFs) and can be implemented
in software on conventional processing systems (e.g., servers or
data centers) that are co-located with networking equipment.

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the
International Network Optimization Conference (INOC), June 12-14, 2019:
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

The sequence of functions that need to be set up for a specific
flow is referred to as a "service chain."

In this paper, we propose a 5G network slicing design model
and algorithm, based on nested column generation. It aims at
maximizing the number of granted slices while addressing the
reliability requirements of network slices. In order to avoid the
costly exact solutions of the sub-problems, we discuss how to
compute bounds using Lagrangian relaxation, so that we can
assess the accuracy of the output solutions.

The paper is organized as follows. Section 2 contains the liter-
ature review. Section 3 provides the detailed problem statement
of the design of reliable 5G network slicing. An original nested
decomposition model is proposed in Section 4. Algorithmic as-
pects are covered in Section 5. Numerical results are described in
Section 6 and conclusions are drawn in the last section.

2 LITERATURE REVIEW

2.1 5G Network Slicing

Several papers and surveys have already appeared on 5G network
slicing and described their various challenges and opportunities
[1, 14]. Similarly, many studies and several surveys have been
devoted to Network Function Virtualization (NFV), e.g., [20].

Very few studies look at the combination of reliable 5G slicing
and NFV. Tang et al. [18] propose an MILP for 5G network slicing
that maximizes the number of granted slices while minimizing
their failure rate, without providing protection mechanisms.

Some authors looked at network slicing andNFV,more often in
the wireless networks than in the wired optical ones. Challenges
are discussed in, e.g., [10, 14].

Lin et al. [11] propose an exact algorithm using column gen-
eration aiming to minimize the total embedding cost in terms
of spectrum cost and computation cost for a single virtual net-
work request. Moreover, validation of the exact algorithm is made
on a six node network. Large data instances are solved using a
heuristic. Destounis et al. [3] also propose an exact column gen-
eration algorithm for network slicing without the NSF features.
They solved data instances up to 200 nodes. Carella et al. [2]
exemplified Network slicing as an addition to the current Cloud
architecture and evaluated on a testbed architecture based on
the Fraunhofer FOKUS and TU Berlinopen source Open Baton
toolkit.

2.2 Nested Column Generation

Decomposition

The idea of nested column generation is not new: several authors
have already investigated it for various problems, e.g., Song [17]
in logistics, Dohn and Mason [4] for staff rostering, Karabuk
[8] for scheduling paratransit vehicles and Vanderbeck [19] for
two-dimension cutting-stock.

However, most studies did not worry about assessing accu-
rately the quality of the output solutions, except, e.g., [6, 19].
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Figure 1: 5G Reliable Slicing

3 PROBLEM STATEMENT AND NOTATIONS

3.1 Rel_5G_NFV Problem Statement

Consider a physical network Gp and a set K of connections, in-
dexed by k . The Reliable 5G NFV Network Slicing (Rel_5G_NFV)
problem consists of embedding/mapping the maximum number
of slices onto the physical network while ensuring each slice
is individually protected against any single link failure. We as-
sume each slice is associated with a given application, that is
characterized with the use of a single service function chain.

3.2 Notations

Physical Network. The physical network Gp = (V p,Lp) is de-
fined by its set of nodes V p, indexed by v , set of links ℓ ∈ Lp,
with capacities capv ≥ 0 and capℓ ≥ 0 on both nodes and links,
respectively.
5G Slicing. Each slice S ∈ S is associated with a virtual network
S = (V S ,LS , capS ), which is defined by a set of virtual nodes
V S (indexed by v ′), and virtual links LS (indexed by ℓ′), with
capacity requirements capSv ′ and capS

ℓ′
, respectively.

Virtual Networks. An embedding of S ontoGp consists of map-
ping:

• Each virtual node v ′ ∈ V S onto a physical node v ∈ V p

• Each virtual link ℓ′ onto a loop-free physical path, con-
necting two physical nodes u and v , to which the virtual
nodes u ′ and v ′ have been mapped

• Each virtual "path" is protected by a virtual path, whose
mapping is physical link-disjoint from the mapping of the
first path,

in order to maximize the GoS.
A feasible embedding is an embedding in which all physical

link and node capacity constraints are satisfied; that is, the sum
of capacity demands of all virtual nodes embedded on a physical
node is less than the capacity of this physical node, and the sum
of the requests of all the virtual links going through a physical
link does not exceed the capacity of this link.

In order to simplify the model and the algorithm, we work
directly with the mapping of the virtual nodes/links, i.e., with
physical nodes/links, without expressing explicitly the virtual
links and nodes.
Service Function Chaining. Let F be the set of all services
functions, indexed by f , and let C be the set of all service func-
tion chains, indexed by c . Any chain c is defined by an ordered
sequence of nc functions: c = { f0, f1, .., fnc−1}. The routing of
any demand in a slice governed by SFC c must go through virtual
compute nodes hosting the functions of c .

Application (Slice) Demand. Demands are provided for each
slice S , with each slice being associated with one particular appli-
cation, characterized by a given Service Function Chain (SFC) cS .
We denote by Ksd,cS the demand for node pair (vs ,vd ) ∈ SDcS ,
i.e., with traffic in slice S , subject to the requirement of SFC cS ,
and by ∆sd,cfi

the required computational resource of function fi

for demand Ksd,cS .

4 A NESTED DECOMPOSITION SCHEME

We now present a nested decomposition scheme, in which at the
upper layer of the decomposition, we select the slice configura-
tions for each slice demand. Each slice configuration is defined
by a virtual network as defined in Section 3.2, which satisfies
the demand KcS associated with its required application and
corresponding SFC cS .

Let Γ, indexed by γ , be set of all possible slice configurations.
Each slice configuration γ is characterized by a slice S and its
assigned resources. Each slice configuration γ is characterized
by its slice index S , its node assigned resources Rγv , and its link
assigned resources Bγ

ℓ
. We have Γ =

⋃
c ∈C

ΓcS .

In order to simplify the notations, we will simply write c unless
there is confusion.

4.1 Master Problem

Master problem maximizes the grade of service (GoS) subject to
capacity constraints. It requires only one set of variables: zγ = 1
if potential slice virtual network γ associated with c is selected,
0 otherwise, for γ ∈ Γc and c ∈ C .
Objective:

max
∑
c ∈C

∑
γ ∈Γc

∑
(s,d )∈SDc

Ksd,c zγ (1)

subject to: ∑
γ ∈Γc

zγ ≤ 1 c ∈ C (2)∑
c ∈C

∑
γ ∈Γc

R
γ
vzγ ≤ capv v ∈ V p (3)∑

c ∈C

∑
γ ∈Γc

B
γ
ℓ
zγ ≤ capℓ ℓ ∈ Lp (4)

zγ ∈ {0, 1} γ ∈ Γ (5)

Constraints (2) impose to select at most one virtual network
(slice) for demand associated with c ∈ C . Constraints (3) enforce
the compute node capabilities, while constraints (4) enforce the
link transport capacities.

4.2 Slicing Pricing Problem (PPslice)

In order to be able to compute the required node and link resource
for a given slice, the pricing problem, or equivalently, the slice
configuration generator, needs to provision the demand Kc . We
define the following parameters.
Parameters:

• π ∈ Π: a logical path that defines a service path with chain
c from s to d . Note that a logical path may go through a
given physical link several times due to the sequence of
functions in c .

• Πc
sd ⊆ Π: set of all potential paths for service chain c from

s to d .
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• ai,πv = 1 if, on path π , function fi is hosted on physical
node v , 0 otherwise.

• δπ
ℓ
= number of times path π goes through link ℓ

• xπ
ℓ
= 1 if logical path π goes through physical link ℓ at

least once, 0 otherwise.
Variables:

• ysd,cπ ,p = 1 if path π is the primary path to provision traffic
from s to d , 0 otherwise.

• ysd,cπ ,b = 1 if path π is the backup path to provision traffic
from s to d , 0 otherwise.

Objective:

max RCPPslice =
∑

(s,d )∈SD

Ksd,c − u
(2)
c

−
∑
v ∈V p

u
(3)
v

∑
(s,d )∈SD

nc−1∑
i=0

∑
π ∈Πcsd

∆sdfi
ai,πv (ysd,cπ ,p + y

sd,c
π ,b )

−
∑
ℓ∈Lp

u
(4)
ℓ

∑
(s,d )∈SD

∑
π ∈Πcsd

Ksd,cδπℓ (y
sd,c
π ,p + y

sd,c
π ,b ) (6)

Constraints:

One primary path per demand:∑
π ∈Πcsd

ysd,cπ ,p = 1 (vs ,vd ) ∈ SD (7)

One backup path per demand:∑
π ∈Πcsd

ysd,cπ ,b = 1 (vs ,vd ) ∈ SD . (8)

Link disjoint primary and backup paths:∑
π ∈Πcsd

xπℓ (y
sd,c
π ,p + y

sd,c
π ,b ) ≤ 1 (vs ,vd ) ∈ SD, ℓ ∈ Lp. (9)

Link and node capacities:

(Rv =)
∑

(vs ,vd )∈SD

nc−1∑
i=0

∑
π ∈Πcsd

∆sdfi
ai,πv (ysd,cπ ,p + y

sd,c
π ,b )

≤ capv v ∈ V p (10)

(Bℓ =)
∑

(vs ,vd )∈SD

∑
π ∈Πcsd

Ksd,cδπℓ (ysd,cπ ,p + y
sd,c
π ,b )

≤ capℓ ℓ ∈ Lp. (11)

4.3 Path Pricing Problem (PPsd ): Service path

for Demand from vs to vd
For a given (vs ,vd ) ∈ SD, we look for the generation of a path
π from vs to vd , which can improve the linear programming
relaxation of PPslice.
Variables:

• xπ
ℓ
= 1 if path π uses ℓ, 0 otherwise.

• δπ
ℓ
= number of times path π goes through ℓ.

• φsd,c,i
ℓ

= 1 if, for service chain c , the path from vs to vd
uses link ℓ to go from the location of function fi−1 to the
location of function fi , 0 otherwise. Note that, when i = 0,
φsd,c,i
ℓ

represents the path from the source to the first
function, when i = nc , it is the path from the last function
to the destination.

• aiv = 1 if the ith function (fi ) of chain c is installed on
node v , 0 otherwise.

Objective:

max

(
−

∑
v ∈V p

u
(3)
v

nc−1∑
i=0

∆sdfi
ai,πv −

∑
ℓ∈Lp

u
(4)
ℓ
Ksd,cδπℓ )

)
− u

(7)
sd,p −

∑
ℓ∈Lp

xπl u
(9)
sd

−
∑
v ∈V

nc−1∑
i=0

∆sdfi
aivu

(10)
v −

∑
ℓ∈L

u
(11)
ℓ

Ksd,cδπℓ (12)

Constraints:

Aggregation of link usage:

δπℓ =

nc∑
i=0

φsd,c,i
ℓ

ℓ ∈ Lp. (13)

Multiple usage of a link:

φiℓ ≤ xπℓ ℓ ∈ Lp, i ∈ 0, ..,nc − 1. (14)

This set of constraints ensures that xℓ keeps track of physical
link ℓ if it is used by any logical link. Indeed, a link can be used
multiple times by a given path, this set of constraints result xℓ
as used links, no matter how many times they are used. These
variables play the role in the upper pricing where backup path
and primary path must be disjoint.

Flow Conservation constraints∑
ℓ∈ω+(v)

φsd,c,0
ℓ

−
∑

ℓ∈ω−v

φsd,c,0
ℓ

+ asd,c,0v

=

{
1 if v = vs
0 else

v ∈ V p (15)∑
ℓ∈ω+(v)

φsd,c,nc
ℓ

−
∑

l ∈w−v

φsd,c,nc
ℓ

− asd,c,nc−1v

=

{
−1 if v = vd
0 else

v ∈ V p (16)∑
ℓ∈ω+(v)

φsd,c,i
ℓ

−
∑

ℓ∈ω−(v)

φsd,c,i
ℓ

+ asd,c,iv − asd,c,i−1v = 0

v ∈ V p, 0 < i < nc . (17)

Constraints (15) ensure that demand starts at the source node,
then is transferred through a path to the location of first function
(unless first function is located at the source node). Similarly,
constraints (16) make sure that the demand is delivered to the
destination after it is processed by the last function (unless the last
function is installed at the destination node). From the location
of function i − 1 to the location of function i , constraints (17)
define a path to connect them.

We next use constraints to eliminate the ineffective solutions
and, as a consequence, those constraints help to improve the
quality of the columns, i.e., slice configurations.
A unique node location for each function occurrence in the ser-
vice chain: ∑

v ∈V p
aiv = 1 i = 0, 1, . . . ,nc . (18)

If a link is not used, its corresponding xℓ can be set to zero:

xℓ ≤ δπℓ ℓ ∈ Lp (19)

Domain constraints:

xπℓ ,φ
π
ℓ ,a

i
v ∈ {0, 1}; δπℓ ∈ Z+ (20)
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Node capacity constraints:

nc−1∑
i=0

∆fia
i
v ≤ capv v ∈ V p (21)

Link capacity constraints:

δπℓ K
sd,c ≤ capℓ ℓ ∈ Lp. (22)

We will discuss in the next section how to solve efficiently
the path pricing problems, without requiring the solution of ILP
programs at each iteration of the column generation algorithm.

5 NESTED COLUMN GENERATION

ALGORITHM

Column generation [9] is based on the fact that, in the simplex
method, the solver does not need to simultaneously access all
variables of the problem. In fact, a solver can start working only
with the basis (a particular subset of the constrained variables),
then use a reduced cost to choose the other variables to access,
as needed. It is today a very well known and powerful technique
[5, 12], while column generation modeling remains an art when
the decomposition is not deduced from the application of the
Dantzig-Wolfe decomposition.

We next provide the details of our nested column generation
algorithm and how we estimated the accuracies of the resulting
solutions.

5.1 Nested CG and ILP Solution

The conceptual column generation scheme alternates between
solving a restriction of the original problem, usually called re-
stricted master problem, and a column generation phase which
is used to augment the set of variables/columns of the restricted
master problem using a so-called pricing problem. Here, the
pricing problem can be decomposed into |S| slice pricing sub-
problems.

In order to guarantee reaching an optimal LP solution, it is
required to solve at least once the pricing problem. In this study,
we propose to solve the slice pricing problem, indeed, the slicing
pricing subproblems using again a column generation algorithm.
As these last subproblems are Integer Linear Programs (ILPs),
and as we did not develop any branch-and-price algorithms to
solve them, they are never solved optimally, and therefore we
need to derive a linear relaxation bound in order to get upper
bounds, see next section for the details.

In any case, at both decomposition levels, we use the column
generation algorithm as long as we can derive new improving
columns. For integer solutions, when we cannot improve any-
more the LP solution, we use an ILP solver on the current con-
straint matrix, i.e., the constraint matrix made of all the columns
generated so far, and deduce an ILP solution.

Flowcharts in Figure 2 summarize the algorithm. Accuracy
of the output solutions is assessed with ε , which is defined as
follows:

ε =
zlp − z̃ilp

z̃lp
,

where zlp is an upper bound the LP solution of problem (1)-(5),
whose calculation is developed in Section 5.2. z̃ilp is the best
found ILP solution (hence a lower bound on the ILP solution), as
derived by the solution of the ILP solver on the constraint matrix
of (1)-(5) when no more improved column can be generated by
the solution of the slice pricing problem (6)-(11).

Values 
of the 
dual

variables

ε-optimal 
LP

solution

ε'-optimal 5G 
reliable slicing  

solution

Optimality 
condition 
satisfied?

Generation of new potential slice configurations

Selection of the
best slice

configurations

Yes

NoInitial 
set of 

configu
rations

…………………………………..PP"#$%& PP□PP□

(a) Upper level flowchart

…………………………………..

Weighted 
shortest path 

problem

Values 
of the 
dual

variables

optimal LP solution
for PPslice

ε-optimal ILP solution 
for PPslice

Optimality 
condition 
satisfied

for all sd?

Generation of new potential path configurations
Selection of the

best NFV (primary 
or backup) path 
configurations

Yes

NoInitial set 
of paths 
(e.g., 1 

shortest 
path)

PP"#PP□ PP□

(b) Lower level flowchart

Figure 2: Flowcharts

In order to speed-up the solution of the path pricing subprob-
lems, we first use a shortest path algorithm after noting that all
the link costs are positive, taking into account the values of the
dual variables. It is worth noting that the usage of a shortest path
algorithm does not necessarily guarantee the generation of feasi-
ble lightpaths with respect to link and node capacities. However,
those capacities are enforced in the slice pricing subproblems,
and therefore taken care. When the path pricing subproblems
are not able to generate improving paths (i.e., with a negative
reduced cost), then we use an ILP solver to solve them, with the
guarantee to satisfy all node and link capacities.

5.2 Solution Accuracy

The nested column generation framework allows the efficient
exploitation of the substructures of a problem at the expense
of a more difficult exact solution of the linear programming
relaxation as it a priori requires the exact solution of the upper
level pricing problem (here the slice PPslice pricing problem), i.e.,
a branch-and-price algorithm. In order to overcome that difficulty,
we propose to compute an upper bound on the objective (i.e.,
reduced cost) of the PPslice problem, and then deduce an upper
bound on the optimal LP solution of the Rel_5G_NFV master
problem (1)-(5). It then allows the evaluation of the accuracy
(gap) of output ILP solutions using the algorithm described in
the previous section.

Consider the compact formulation associated with (1)-(5), i.e.,
the compact model such that when applying a Dantzig-Wolfe
decomposition to it, we derive model (1)-(5). Let

[compact] max{cx : Ax ≤ b,x ∈ X }.
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Using the Dantzig-Wolfe decomposition of Model compact,
the slicing pricing problem, PPslice, can be written as follows:

RC⋆
PPslice = max

{
c x : x ∈ X pricing} . (23)

We simply write RC to shorten RCPPslice when there is no ambi-
guity so that RC⋆

PPslice = RC⋆.
In Figure 3, we rank the relative positions of the various values

that we discuss below. Question marks indicate values that are
not computed accurately, and that are upper/lower bounded.

The Lagrangian relaxation of the compact Model can be writ-
ten:

LR(u) = max
x ∈X

L(u,x) = ub + (c − uA)x︸     ︷︷     ︸
RC(u,x )

 . (24)

Following Vanderbeck [19] and Pessoa et al. [15], a valid up-
per bound for the compact problem can be computed using
Lagrangian Relaxation (LR). At any iteration τ of the column gen-
eration algorithm, i.e., when we re-optimize the linear relaxation
of the master problem (1)-(5), the optimal xRC⋆ that maximizes
L(uτ ,xRC⋆ ) can be written:

xRC⋆ = argmax
x ∈X

L(uτ ,x) = argmax
x ∈X

RC(uτ ,x)

= argmax
i ∈I

RC(uτ ,x i ) = arg max
x ∈X pricing

RC(uτ ,x),

where x i , i ∈ I denote the extreme points of X , see [13], Section
II.3.6.

As xRC⋆ is known only if we solve PPslice exactly, we can
bound it in order to get an upper bound, zlp, on the optimal value
of the linear programming relaxation. Indeed, RC⋆,τ

ilp ≤ RC⋆,τ
lp ,

where RC⋆,τ
lp is the optimal value of the LP relaxation of PPslice

at iteration τ of the column generation algorithm.
Consequently, L(uτ ,xRC⋆ ) = uτb+RC⋆,τ

ilp ≤ uτb+RCτlp = zτlp.

"̃#$% "̃$% ̅"$%
"#$%∗ =? "$%∗ =? LR ,-, /01∗ =?

Figure 3: Ranking of the various LP, LR and ILP values.

At each iteration τ of the column generation algorithm, each
pricing problem is decomposed into |S| elementary slice pricing
problems of the type PPslice. It implies:

zτlp = uτb +
∑
S ∈S

RC⋆
lp (PPslice(S)) .

Note that the Lagrangian relaxation upper bound does not im-
prove monotonically [15], thus, in order to derive the best possi-
ble upper bound, the algorithm must compute

zlp = min
τ

zτlp = min
τ

max
S ∈S

RC⋆,τ
lp (PPslice(S)) .

It remains possible to add several columns (i.e., slices) at a time
(whose R̃Cτilp (PPslice(S)) > 0) to the master problem (1)-(5) in
one iteration, as long as they are generated with the same set
of dual values. Note that output ILP solutions of PPslice(S) are
not guaranteed to be optimal, hence the notation R̃C to denote
a heuristic solution of the slice pricing problem. Indeed, the
algorithm has to go through all slice subproblems in each iteration
to ensure the correctness of the Lagrangian bound.

6 NUMERICAL RESULTS

We implemented the model and algorithm described in the pre-
vious sections with a C++ program on a Linux computer with
773727 MB RAM and Intel Xeon E5-2687W v3 @ 3.10 GHz 2
processors, 20 cores. We first describe the data sets, and then we
report on the performance of the algorithm.

6.1 Data Sets

We considered two topologies from SNDLib [16] and their char-
acteristics are described in Table 1. We re-use the traffic matrix
of [7] with four SFCs. In order to derive slice demand, for each
original SFC in [7], we divided the overall traffic in 4 subsets,
resulting into traffic demands for 16 slices. Transport capacities
were set with the optimal solution when allowing only one NFV
node.

Table 1: Data sets

Topologies # # # connections # Offered
nodes links per slice slices load

internet2 10 34 90 16 1Tb
atlanta 15 44 210 16 1Tb

6.2 Model and Algorithm Efficiency and

Accuracy

We conducted experiments with the same link transport capaci-
ties, and increased node capacities as we increase the number of
NFV (compute) nodes. Corresponding accuracies and computa-
tional times (seconds) are reported in Table 2. We observe that
resulting accuracies are less than 3% except for 4 cases where
the gap can reach up to 5.6%. Data Instances are easier to solve
as the number of NFVs is increasing, and computational times
are fairly reasonable taking inot account the accuracies and the
complexity of the design problem of reliable 5G network slicing.

Table 2: Nested CG performance

# NFV internet2 atlanta
nodes gap (%) CPU gap (%) CPU

1 3.8 454.9 5.6 991.8
2 3.4 574.2 4.3 4,215.9
3 0.4 89.4 2.9 1,040.2
4 0.4 65.7 2.9 1,010.1
5 0.4 89.9 2.9 578.3
6 0.4 36.3 2.9 582.9
7 0.4 36.6 0.0 651.5
8 0.1 158.8 2.9 758.5
9 0.1 34.8 0.1 601.3
10 0.1 35.1 0.0 561.5
11 - - 0.0 442.5
12 - - 0.0 572.6
13 - - 0.0 524.8
14 - - 0.1 554.3
15 - - 0.0 557.8
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6.3 Network Spectrum Usage

We investigated how the network spectrum is used when the
number of nodes with compute capacities is increasing, i.e., when
there aremore network functions distributed all over the network.
We provide the results for the atlanta topology in Figure 4.

Plots of Figure 4 show that it is more or less the same subset
of links which are the most loaded, but their load vary with the
number and location of the NFVs, and the increase of the overall
network load when the number of NFVs is increasing. Sometimes
we see a drop in the load of a link, which is explained by the
increase and position of more NFVs. In conclusion, dimensioning
of the link is very dependent on the number and location of the
NFVs.
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Figure 4: Physical Link Load - atlanta Topology

We also investigated the throughput evolution when the num-
ber of NFV nodes increases and results are depicted in Figure 5
for the atlanta network. We observe that as soon as we reach
four or five NFV nodes, then the throughput does not increase
significantly anymore.

7 CONCLUSIONS

We designed a first efficient nested decomposition scheme for
reliable 5G slicing. Future work will include several algorithmic
enhancements such as parallel solutions of pricing problems
and greedy heuristics to generate an initial solution (i.e., initial
columns at both decomposition levels).
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ABSTRACT
In this paper, we consider a vehicle routing problem with pickup
& delivery and synchronization constraint. One vehicle with a
known and finite capacity has to visit n customers to pickup or
deliver empty containers. At the same time, another vehicle has
to deliver ready-mixed concrete by pouring it into the previously
delivered containers. This implies dealing with capacity and tem-
poral precedence constraints.
We propose a heuristic to tackle this problem. A two-step ap-
proach including a local search and a constructive algorithm.
We provide some experiments that show positive results.

1 INTRODUCTION
This work is carried out in collaboration with a company which
specializes in the sale of ready-mixed concrete.
Today, each ready-mixed concrete order requires the mobilization
of one or more mixer trucks, even for very small quantities of
concrete. However, such trucks are cumbersome, expensive, and
disproportionate in some cases, especially when delivering small
quantities of concrete.
Therefore, the company proposes a new delivery method to deal
more effectively with such orders. The idea is to share a single
mixer truck by several customers with small quantities (≤ 500
liters), which implies organizing optimized mixer truck tours.
On the other hand, to ensure the profitability of such truck tours,
waiting times at each customer’s location have to be reduced.
Today, a mixer truck has to wait until the concrete is poured on
site to leave a customer’s location, and this causes a huge waste
of time. To tackle this problem, the company proposes to pour
the concrete from the truck into special containers instead of
pouring it directly on site which is more difficult and takes more
time. The truck can then leave faster, and the customer can use
the concrete in the containers all day long. Waiting times are
then drastically reduced.
However, since the containers which are supposed to contain the
concrete are special, they also must be delivered to the customer.
This implies organizing another tour to deliver the containers
and pick them up after they have been used.
In brief, this new method is a three-step process :

(1) A vehicle delivers a number of empty containers to the
customer ;

(2) Thereafter, a mixer truck delivers a certain quantity of
ready-mixed concrete by pouring it into the containers
delivered ;

(3) The next day, the vehicle returns to the customer to pick
up the containers after they have been used.

© 2018 Copyright held by the owner/author(s). Published in Proceedings of the
International Network Optimization Conference (INOC), June 12-14, 2019:
Distribution of this paper is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.

To ensure the profitability of this method, the company needs
a decision support system that can generate two efficient and
synchronized vehicle tours : a pickup & delivery tour for the
containers, and a mixer truck tour to deliver the concrete, know-
ing that each customer has to receive the containers before the
concrete (temporal precedence constraint), and that the vehicle
carrying the containers has a maximal capacity (capacity con-
straint).
This paper aims to provide an efficient heuristic to build such
synchronized vehicle tours minimizing the total travel times.
The paper is structured as follows. Section 2 provides a literature
review of vehicle routing problems with pickup & delivery. Sec-
tion 3 gives a formulation for the problem tackled in this work. In
section 4, we present our heuristic. Section 5 is devoted to some
experimental results, and section 6 concludes the paper.

2 LITERATURE REVIEW
We present a brief review of pickup & delivery problems.

2.1 Pickup & Delivery Problems
There are three main classes of pickup & delivery problem in the
literature :

2.1.1 One-to-One Problems. One or more vehicles have to
carry n commodities, where each commodity has an origin and a
destination. One of the best known examples of this class is the
Dial-a-ride problem which consists of transporting people from
an origin to a destination. The problem has been studied for both
single [13] and multiple [4] vehicle cases, with various types of
constraints related to ride times, time windows [5, 14]...

2.1.2 One-to-Many-to-One Problems. Commodities are di-
vided into "delivery commodities" and "pickup commodities".
One or more vehicles have to carry the delivery commodities
from the depot to the customers and the pickup commodities
from the customers to the depot. Assuming that np is a set of
pickup customers, and nd a set of delivery customers, two cases
have been distinguished for these problems : single demands,
where np ∩ nd = ∅, and combined demands, where np ∩ nd , ∅ .
For the latter case, [7] consider various possible path types such
as the Hamiltonian path, where each customer is visited once
such that pickup and delivery are performed simultaneously, as
well as the double path,where each customer that has a combined
demand (pickup and delivery) is visited twice, the first time for
pickup, the second for delivery. Several heuristics have been pro-
posed for both path types for the single and the multi-vehicle
cases [3, 12]...

2.1.3 Many-to-Many Problems. One or more vehicles have to
transport goods between customers knowing that each customer
can be a source or a destination of any type of good. Among the
problems of this class, the One-Commodity pickup and delivery
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travelling salesman problem is the variant that we consider in this
work. It was introduced in [10]. A single vehicle with a known and
finite capacity has to carry a single commodity between pickup
customers and delivery customers. Picked up commodities can be
supplied to delivery customers. This problem is known to be NP-
Hard. Moreover, checking the existence of a feasible solution is an
NP-Complete problem [8]. Studies on such problems are relatively
scarce. A branch and cut algorithm has been proposed in [10]
for small instances, and two heuristics have been developed in
[11] to tackle larger instances, in particular by defining "the
infeasibility of a path", and adapting the nearest neighbourhood
heuristic to increase the chance of obtaining a feasible solution.
Furthermore, [9] have proposed a hybrid method combining
GRASP (greedy randomized adaptive search procedure) and VND
(variable neighbourhood descent) metaheuristics. This method
gave better results than the previously proposed ones.
For a detailed survey on pickup and delivery problems, we refer
the reader to [1].

3 PROBLEM FORMULATION
Given two vehicles V1 and V2 such that :

• V1 is in charge of delivering (or picking up) empty con-
tainers, and has a known and finite maximum capacity
Q (Q is the maximum number of containers that can be
carried by the vehicle) ;

• V2 is a mixer truck carrying a sufficient quantity of con-
crete.

And considering :
• D1 the depot of V1 ;
• D2 the depot of V2 ;
• N = {1, ...,n} a set of n customers who require a visit of
V1 and/or V2 ;

• N = Np ∪ Nd , where :
– Nd is the set of customers who require delivering con-
tainers + concrete (who require a visit of both V1 and
V2) ;

– Np is the set of customers who require picking up con-
tainers (who require a visit of V1 only) ;

– Np ∩ Nd = ∅.
The problem can be defined on a complete graph G = (V ,E) as
follows (see Fig 1) :

• V = {D1} ∪ {D2} ∪ N is a set of n + 2 nodes ;
• E = {(i, j), i, j ∈ V , i , j} is a set of edges representing
connections between nodes ;

• C = {ci, j , (i, j) ∈ E} represents the travel time between i
and j (ci, j = c j,i ,∀(i, j) ∈ E) ;

• D = {di , i ∈ N } is a set of customers’ demands (|di | is the
number of containers to deliver to / pick up from customer
i , di < 0 ∀i ∈ Nd and di > 0 ∀i ∈ Np ) ;

Assuming that :
• xi, j is a boolean variable such that :
– xi, j = 1 if j is visited immediately after i by V1,
– 0 otherwise.

• yi, j is a boolean variable such that:
– yi, j = 1 if j is visited immediately after i by V2,
– yi, j = 0 otherwise.
(Note that yi, j = 0 ∀i ∈ Np ,∀j ∈ Np ).

• qi is the number of containers in V1 after his visit to cus-
tomer i (the initial number of containers in V1 when leav-
ing the depot D1 is qD1 = Qinit ) ;

• t1,i represents the departure time of V1 from customer i
location (t1,0 represents de departure time of V1 from the
depot D1) ;

• t2,i represents the departure time of V2 from customer i
location (t2,0 represents de departure time of V2 from the
depot D2).

The objective is to find two optimized vehicle tours TV1 and TV2
minimizing the total travel times, such that TV1 is a pickup &
delivery tour through n customers, andTV2 is a concrete delivery
tour through the nd customers who have received containers.
Thus, we consider the following objective function :

min
n∑
i=0

n∑
j=0

xi, jci, j +
n∑
i=0

n∑
j=0

yi, jci, j (1)

Subject to : ∑
j ∈N

xi, j = 1 ∀i ∈ {D1} ∪ N (2)∑
i ∈N

xi, j = 1 ∀j ∈ {D1} ∪ N (3)∑
j ∈Nd

yi, j = 1 ∀i ∈ {D2} ∪ Nd (4)∑
i ∈Nd

yi, j = 1 ∀j ∈ {D2} ∪ Nd (5)

xi,D2 = 0 ∀i ∈ {D1} ∪ N (6)
xD2,i = 0 ∀i ∈ {D1} ∪ N (7)
yi, j = 0 ∀i, j ∈ {D1} ∪ Np (8)

xi, j (qi + dj − qj ) = 0 ∀i, j ∈ {D1} ∪ N (9)
qi ≤ Q ∀i ∈ {D1} ∪ N (10)
qi ≥ 0 ∀i ∈ {D1} ∪ N (11)

qD1 = Qinit (12)
xi, j (t1,i + ci, j − t1, j ) = 0 ∀i, j ∈ {D1} ∪ N (13)
yi, j (t2,i + ci, j − t2, j ) = 0 ∀i, j ∈ {D2} ∪ Nd (14)

t2,i ≥ t1,i ∀i ∈ {D2} ∪ Nd (15)
t1,0 = 0 (16)

Where :
• Constraints (2) and (3) ensure that each customer is visited
exactly once by vehicle V1, while constraints (4) and (5)
ensure that each "delivery customer" is visited exactly
once by vehicle V2 ;

• Constraints (6) and (7) relate to the fact that V1 cannot
visit the depot of V2, while (8) ensures that V2 cannot visit
neither the depot of V1 nor the "pickup customers" ;

• Constraints (9) to (12) are related to vehicle capacity. If
customer j is visited immediately after customer i (xi, j =
1), then, the condition qj = qi + dj must be satisfied.
Furthermore, qi must be smaller then Q and greater than
0 ;

• Constraint (13) and (14) concern the computing of depar-
ture times of V1 and V2 from each customer’s location.
Thus, if customer j is visited by vehicle m immediately
after customer i , then tm, j = tm,i + ci, j ;

• Constraint (15) concern the temporal precedence between
V1 and V2. The vehicle V2 cannot arrives at a customer’s
location before V1. In other words, t2,i ≥ t1,i .

Note that Picked up containers can be supplied to a delivery
customer if necessary.
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Figure 1: Synchronized vehicle tours.

4 PROPOSED HEURISTIC
To tackle to problem described above, we propose a two-step
heuristic :

(1) We generate a feasible pickup & delivery tour for the
vehicle V1 (TV1 ) using the local search approach described
below ;

(2) Then, we build a tour for V2 (TV2 ) taking TV1 as a strong
constraint.

4.1 Generating the pickup & delivery tour
The pickup& delivery problem tackled here is the one-commodity
pickup & delivery traveling salesman problem. We have a single
vehicle (V1) picking up or delivering a single type of commodity
(empty containers). A picked up container can be supplied to
another customer during a tour, and the vehicle has a maximum
capacity that cannot be exceeded during a tour.
We propose a local search method which starts from an initial
feasible solution S , and tries to improve it by moving to S ′, a fea-
sible neighbouring solution of S , such that f (S ′) < f (S), where
f (S) is the total travel time of V1. The process is repeated until
no improvement can be found.

4.1.1 Neighbourhood Structure. We use the 1-shift algorithm
introduced in [2] to generate the neighbourhood of a given so-
lution S . This method consists in changing the position of a
customer in a tour from i to j. Customers who are in positions
i + 1, i + 2, ..., j of the tour are then shifted backwards (see Fig. 2).

4.1.2 Feasibility Checking. For each generated solution, we
ensure that capacity constraints are respected. A feasible solution
is a tour in which the number of containers loaded on the vehicle
V1 never exceeds its maximum capacity Q , and is never negative.
Fig.2 presents an example of a feasible and an infeasible solution.
Given a feasible solution S and a 1-shift neighbouring solution
S ′ of S obtained by shifting a customer from position i to j. It
can easily be shown that S ′ is feasible if and only if the partial
tour from customer i to customer j is feasible. Indeed, to check
the feasibility of a neighbouring solution, we only check the
feasibility of the tour between position i and position j.

4.2 Generating the mixer truck tour
Once the pickup & delivery tour for the vehicle V1 is generated,
we build a second tour forV2 considering the first one as a strong
constraint. Thus, starting from D2, the idea is to choose, at each
iteration of the procedure, the next customer to be visited. So, as
it appears in Fig 3, among all customers who require a visit of V2
:

• We identify those who can be visited by V2 after the de-
parture of V1. In other words, when V2 is at customer i
location, we calculate t2,i +ci, j for each customer j who re-
quires a visit. We choose the next customer from those for
whom t2,i + ci, j ≥ t1, j (temporal precedence constraint) ;

• Among all the customers for whom the temporal prece-
dence constraint is respected, we choose the nearest one
(in terms of travel time) from the current position of the
vehicle ;

• This procedure is repeated until all the customers are
visited.

5 COMPUTATIONAL RESULTS
The approach described above was implemented in Java, and
executed on AMD A10-7700K Radeon R7, 3.40 GHz With 8 GB
RAM.
To the best of our knowledge, there is no benchmark instances for
simultaneous vehicle routing problems with pickup & delivery.
Therefore, we tested our algorithm on the Euclidian PDTSP in-
stances generated by [6], which consider a single depot for each
instance. The number of customers varies between 25 and 200.
We adapted the instances to fit our constraints by considering
the depot and the first customer of each instance as the depots
of the two vehicles considered in our problem.
Table 1 shows the average results obtained by the pickup & de-
livery tour and the mixer truck tour. Pickup & delivery tours
are more costly because they involve more customers. In the
other hand, they are more flexible since they are not subject to
temporal precedence constraint, contrary to mixer truck tours.
Therefore, we can hope to obtain better results when focusing
on the optimization of the pickup & delivery tours.
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Figure 2: 1-Shift algorithm

Figure 3: Building a mixer truck tour

Table 1: Average results on the Euclidian PDTSP instances

Number of customers Pickup & delivery tour Mixer truck tour
25 564.36 363,19
50 871.33 573
75 1143.1 779.24
100 1429.71 1001.41
150 2019.18 1613.86
200 2704.91 1813.22

6 CONCLUSIONS
We presented an approach to tackle a vehicle routing problem
with pickup & delivery and synchronization constraint. This ap-
proach is a two-step heuristic. We start by generating a pickup
& delivery tour for a first vehicle respecting vehicle capacity
constraint. Then, we construct a second tour according to the
first one for another vehicle, respecting temporal precedence
constraint. The objective function considered is the minimization
of the total travel times.
We tested our algorithms on the Euclidian PDTSP instances pro-
posed in [6]. We adapted the instances to fit our constraints and
collected the results, which were positive.
Future works will be devoted to the implementation of the ILP
model proposed in this paper and the development of other ap-
proaches exploiting other types of heuristics, and including other
constraints such as time windows, multiple vehicles...
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	Formulation and Branch-and-cut algorithm for the Minimum Cardinality Balanced and Connected Clustering ProblemAlexandre Salles da Cunha
	A Branch-and-Bound Algorithm for the Maximum Weight Perfect Matching Problem with Conflicting Edge PairsTemel Öncan, M. Hakan Akyüz, İ. Kuban Altınel
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