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ABSTRACT
With the maturity and popularity of Internet of Things
(IoT), the notion of Social Internet of Things (SIoT) has
been proposed to support novel applications and network-
ing services for the IoT in more effective and efficient ways.
Although there are many works for SIoT, they focus on de-
signing the architectures and protocols for SIoT under the
specific schemes. How to efficiently utilize the collabora-
tion capability of SIoT to complete complex tasks remains
unexplored. Therefore, we propose a new query, namely
Task-Optimized Group Search (TOGS), to address this need.
TOGS aims to extract the target SIoT group such that the
target SIoT group will be able to easily communicate with
each other while maximizing the accuracy of performing the
given tasks. We propose two problem formulations, namely
Bounded Communication-loss TOSS (BC-TOSS) and Ro-
bustness Guaranteed TOSS (RG-TOSS), for different com-
munication scenarios, and prove that they are both NP-Hard
and inapproximable. We propose a polynomial-time algo-
rithm with performance bound for BC-TOSS, and an effi-
cient polynomial-time algorithm to obtain good solutions for
RG-TOSS. The experimental results on real datasets indi-
cate that our proposed algorithms outperform other base-
lines.

1. INTRODUCTION
With the maturity and popularity of Internet of Things

(IoT), it has been widely recognized that the Internet of
Things (IoT) is the next paradigm shift. The future Inter-
net will embody a tremendous number of objects that pro-
vide valuable information and controllable actions. More-
over, with the capability of interactions among each other,
objects can collaborate with other counterparts toward pro-
viding services to the end users, e.g., environmental moni-
toring, surveillance, smart home, health care, and product
management.

Recently, since it has been shown that a large number of
users tied in a social network can provide far more accu-
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rate answers to complex problems than a single user [18],
a recent line of studies investigates the opportunities of in-
tegrating social networking concepts into solving complex
problems. Several schemes have been proposed to exploit
social networks for question answering via crowdsourcing [1],
P2P routing [3], or web security [22]. Meanwhile, by incor-
porating the concept of social network into IoT, the idea of
Social Internet of Things (SIoT) has been proposed to sup-
port novel applications and networking services for the IoT
in more effective and efficient ways.

However, current research focuses on designing the archi-
tectures and protocols for SIoT under the specific schemes.
For example, Kosmatos et al. integrated the RFID and
smart object-based infrastructures towards building blocks
of SIoT [8]. Nitti et al. proposed two trustworthiness man-
agement models to suggest strategies of establishing trust-
worthiness among nodes to isolate malicious nodes [12]. More-
over, to build reliable communication for SIoT, Chen et
al. proposed an adaptive trust management protocol which
adaptively chooses the best trust parameter settings w.r.t.
the changing IoT social conditions to assess the trust cor-
rectly and maximize the application performance [2]. To the
best of our knowledge, how to efficiently utilize the collab-
oration capability of SIoT to complete the complex tasks
remains unexplored.

To complete the complex tasks under SIoT environments,
one basic solution is to specify all the required functions
of the complex task and perform the required functions on
the corresponding SIoT. However, since the number of SIoT
objects with the same required functions is tremendous, it is
extremely redundant and inefficient to perform the functions
on all the compliant SIoT objects. Meanwhile, users also pay
the usage cost based on the amount of utilization (pay as you
go) in the forms of rental fee or the cost of requested data.
Therefore, we adopt the semantic of top-k query to search
the optimal group of SIoT objects with the largest success
possibility for completing the complex task. Moreover, due
to the network reliability of SIoT, it is desirable that each
component within the selected group is tightly-coupled or
at least not far from each other.

Take Figure 1 as an example. Since the number of catas-
trophic wildfires has been steadily rising, the government
plans to build a wildfire alarm system from the existing SIoT
objects. The wildfire alarm prediction task is correlated to
accumulative rainfall, temperature, wind speed, and accu-
mulative snowfall according to previous study [6], and each
SIoT object can report at least one measurement within an
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Figure 1: Illustrative example for wildfire detection

accuracy threshold.1 Therefore, the alarm system issues a
top-k query on SIoT and finds the group that maximizes the
accuracy of all related measurement. Moreover, under the
SIoT environment, each SIoT object replicates its measure-
ment data to its trustworthy ”friends” for reliability, fault-
tolerance, or accessibility. Therefore, for the data reliability,
it is desirable that each component in the selected group is
within h-hop from each other or has at least some friends.

Specifically, we propose a new framework, namely, Task-
Optimized Group Search (TOGS), to search the best group
under the abovementioned SIoT environments. Given a het-
erogeneous social graph, the set of tasks, the social relation-
ships between SIoT objects, and the relationships between
each SIoT object and the task, we propose a new problem
family, namely, Task-Optimized SIoT Selection (TOSS), to
find the best group of IoT objects for a given set of tasks in
the task pool.

To consider different application needs, we propose two
different problem formulations for TOSS, namely Bounded
Communication-loss TOSS (BC-TOSS) and Robustness Guar-
anteed TOSS (RG-TOSS). While the objective of the two
problems are both maximizing the accuracy of performing
the given tasks, BC-TOSS aims to bound the communica-
tion loss between different SIoT objects, and the goal of
RG-TOSS is to provide robustness for message transmis-
sion among different SIoT objects. We formulate the prob-
lems and prove that they are both NP-Hard and inapprox-
imable within any factor. We propose an error-bounded al-
gorithm with guaranteed performance, namely Hop-bounded
Accuracy-optimized SIoT Extraction (HAE), to obtain in
polynomial time a solution with objective value no worse
than the optimal solution with a bounded error for BC-
TOSS. For RG-TOSS, we propose an efficient algorithm to
obtain good solutions in polynomial time, namely Robustness-
Aware SIoT Selection (RASS) which includes effective pro-
cessing strategies such as Core-based Robustness Pruning,
Accuracy-Optimization Pruning, Robustness-Guaranteed Prun-
ing, and Accuracy-oriented Robustness-aware Ordering. We
conduct a user study for evaluating the effectiveness of the
problem formulations, and perform extensive experiments
on real datasets to evaluate the proposed algorithms. Ex-
perimental results show that our proposed algorithms sig-
nificantly outperform other baselines. The contributions are
summarized as follows.

• For completing complex task in SIoT environment, we
propose to model the social edges within SIoT ob-
jects with accuracy edges in a heterogeneous graph

1The SIoT objects that cannot report any related measure-
ment can be filtered at the beginning.

and propose two different problem formulations, i.e.,
BC-TOSS and RG-TOSS, to find suitable SIoT ob-
jects. To our best knowledge, there is no real system
or existing work in the literature that addresses the
issue of group search in SIoT environment.

• We prove that both formulations are NP-Hard and in-
approximable within any factors. We then propose a
polynomial-time algorithm with performance guaran-
tee and bounded error, namely Hop-bounded Accuracy-
optimized SIoT Extraction (HAE) for the BC-TOSS
problem. We also propose an effective polynomial time
algorithm, namely Robustness-Aware SIoT Selection
(RASS), to find good solutions for the RG-TOSS prob-
lem.

• We conduct a user study on 100 users to validate our
two problem formulations. Moreover, we perform ex-
tensive experiments on two real datasets. The re-
sults show that the proposed algorithms outperform
the baselines in terms of objective values and efficiency.

The rest of this paper is organized as follows. Section
2 introduces the related works. Section 3 formulates the
problems and proves that the proposed problems are NP-
Hard and inapproximable within any factor. Sections 4 and
5 propose algorithms to BC-TOSS and RG-TOSS problems,
respectively. Section 6 shows the experimental results and
Section 7 concludes this paper.

2. RELATED WORK
A recent line of SIoT research focuses on designing the ar-

chitectures and protocols for facilitating SIoT under the spe-
cific schemes [8, 12, 2]. For example, Nitti et al. propose two
trustworthiness management models to suggest strategies of
establishing trustworthiness among nodes so that malicious
nodes are isolated [12]. Yao et al. propose a joint proba-
bilistic framework for fusing the social relationships between
users and IoT objects to improve the accuracy of IoT rec-
ommendations [21]. However, these works do not take the
capability of collaboration between SIoT into consideration.
Moreover, our goal is to find the optimal group of SIoT to
accomplish certain tasks, not recommending a single IoT.

To find a cohesive group, many different measurements
have been reported in the literature, e.g., diameter [19], den-
sity [4, 5], clique and its variations [11]. However, the above
works only consider the characteristics inside the group on
the existing friendship edges, but TOGS needs to consider
the accuracy of the assigned task and the ”social” tightness
among IoT objects. Therefore, new algorithms are necessary
to take both types of edges into account. Researches have
been proposed to find a socially close group of individuals to
invite for activities. In [17], given a query group, the total
degree of the community containing this group is maximized.
The spatial factor is considered in [10, 20, 23]. Furthermore,
the willingness to participate activities is considered in [16].
All the above works keep the social tightness of the target
group on the friendship network while maximizing or main-
taining some characteristic people care about in an activity.
In contrast, in this paper, the accuracy is considered to be
maximized so that the query task can find a proper target
SIoT group to complete the complex tasks.

On the other hand, expert team formation has attracted
a lot of research interests. Forming an expert team is to find
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Table 1: Notation Summary.
Symbol Meaning
Q Query group

dES (F ) Largest shortest path distance in F on E
IF (t) Incident weight of t ∈ T

degEH(v) Inner degree of v in H
Ω(F ) Objective value of target group F
α(u) Sum of incident accuracy edge weight of u ∈ S

a set of experts the required skills, while the communication
cost among the chosen experts is minimized so that team
members can communicate with each other efficiently. Sev-
eral communication costs have been proposed under different
considerations. For example, Lappas et al. find a team that
covers the required skills and minimizes the social diameter
of the team or the total edge weight of the spanning tree
within the team [9]. Moreover, projects usually require a
leader for guiding the direction and negotiation among mem-
bers. Therefore, Kargar et al. [7] proposed to select a leader
for each skill and minimize the social distance from the skill
members to each skill leader. In [15], the authors further
consider both spatial proximity and skill requirements for
finding quick response teams. In contrast, our paper is the
first to study the task-optimized group search problem con-
sidering SIoT as the input. Based on both social edges and
accuracy edges, TOGS aims to find the target group with
enough social tightness on SIoT to ensure the reliability and
while maximizing the accuracy to query tasks.

3. PROBLEM FORMULATIONS
In this paper, we consider a family of Task-Optimized

SIoT Selection (TOSS) problems on a heterogeneous graph
which aim to find the best group of SIoT objects for cer-
tain tasks by considering the interactions among different
SIoT objects. Specifically, given the heterogeneous graph
G = (T, S,E,R), the vertex set T is the task pool, i.e., the
union of the tasks the SIoT objects can achieve such as mea-
suring humidity, rainfall. Vertex set S represents the set of
SIoT objects, where the social relationships among them are
captured by the unweighted social edge set E, S × S → E.
Here, a social edge (u, v) ∈ E represents that SIoT objects
u and v can communicate (e.g., using the same communica-
tion protocol or equipping the same transmission hardware).
For the ease of presentation, we use the term SIoT Graph,
GS = (S,E), to describe the graph composed of the SIoT
objects set S and the corresponding social edge set E. Fi-
nally, R is the set of task accuracy edge (accuracy edge for
short), where each accuracy edge r = [t, v] linking a task
vertex t ∈ T and an SIoT vertex v ∈ S indicates the ac-
curacy for the SIoT object v to perform task t as the edge
weight w[t, v] ∈ (0, 1]. An illustrative example of the hetero-
geneous graph G = (T, S,E,R) is shown in Figure 1. Table
1 summarizes the notations.

Given the heterogeneous graph G = (T, S,E,R) men-
tioned above, a query group Q ⊆ T and the desired size
p of SIoT objects, the goal of the TOSS problems is to find
the group F ⊆ S of exactly p SIoT objects to optimize the
accuracy (the definition of optimizing the accuracy will be
detailed later) of the selected tasks in Q. The size constraint
p here represents a budget constraint, i.e., how many SIoT
objects we plan to control or carry according to our applica-

tion scenario. Moreover, based on different practical needs,
we apply different constraints on Q to either reduce the com-
munication loss or to increase the robustness of the selected
SIoT objects in F . Based on the different constraints, we
propose two different problem formulations and algorithm
designs.

Specifically, we first propose the Bounded Communication-
loss TOSS (BC-TOSS) problem by taking into account the
communication loss between different SIoT objects in addi-
tion to optimizing the accuracy of the selected tasks in Q. To
achieve this, we place an upper bound on the hop distance
between each pair of SIoT objects in order to limit the num-
ber of message forwarding. In other words, the constraint of
BC-TOSS is to require the hop distance between each pair
of vertices in F on E to be at most h, i.e., dES (F ) ≤ h, to
reduce the potential communication loss. Please note that
since an SIoT object u can forward messages even if it is
not selected in F , therefore, the shortest path considered
by dES (F ) can go through vertices in S but outside F . For
example, in Figure 1, if F = {v2, v3}, d

E
S (F ) = 2 because

the shortest path can go through v1 /∈ F .
In the second problem, namely Robustness Guaranteed

TOSS (RG-TOSS), we pay special attention to the num-
ber of different message transmission paths. In other words,
RG-TOSS, in addition to optimizing the accuracy of the se-
lected tasks in Q, also requires that each SIoT object in
F has at least k neighboring SIoT objects for successfully
transmitting the messages. That is, each vertex v ∈ F must
have at least k neighboring vertices also in F .

To measure the solution quality of the returned group F ,
we consider the sum of the accuracy edge weights incident
to each vertex t in Q. Let IF (t) denote the sum of incident
accuracy edge weights of t ∈ Q to the target group F (in-
cident weight of t for short), i.e., IF (t) =

∑
v∈F w[t, v]. We

then use the sum of incident weights over all tasks t in the
task group Q to F to represent the aggregated quality of
the returned group F corresponding to Q. In other words,
the objective function of the returned group F is defined
as Ω(F ) =

∑
t∈Q IF (t). In this paper, we aim to maximize

the objective function Ω(F ) to ensure that the tasks in Q
are most likely to succeed. Furthermore, we also include
an accuracy constraint τ in the problem formulation. This
accuracy constraint requires that the edge weight of each ac-
curacy edge between Q and F must be at least τ , to ensure
the worst case performance of the returned target group.

In the following, we formally formulate the two TOSS
problems, namely Bounded Communication-loss TOSS (BC-
TOSS) and Robustness Guaranteed TOSS (RG-TOSS). We
also prove that the proposed two TOSS problems are both
NP-Hard and inapproximable within any factors unless P=NP.

3.1 Bounded Communication-loss TOSS (BC-
TOSS)

The Bounded Communication-loss TOSS (BC-TOSS) prob-
lem is defined as follows.

Problem: Bounded Communication-loss TOSS (BC-
TOSS).
Given: Heterogeneous graph G = (T, S,E,R), query group
Q ⊆ T , hop constraint h ≥ 1, size constraint p > 1, and
accuracy constraint τ ∈ [0, 1]
Objeective: To find a target group F ⊆ S where i) |F | = p,
ii) dES (F ) ≤ h, and iii) w[u, v] ≥ τ,∀u ∈ Q, v ∈ F, [u, v] ∈ R,
such that Ω(F ) =

∑
t∈Q IF (t) is maximized.
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Solving the proposed BC-TOSS problem is very challeng-
ing due to the interplay of two different edge sets, i.e., groups
with largest objective value may not satisfy the hop con-
straint. In the following, we first analyze the hardness of
BC-TOSS by proving that the BC-TOSS problem is NP-
Hard. In addition, we prove that there exists no polynomial
time approximation algorithm for BC-TOSS. In other words,
BC-TOSS is inapproximable within any factor.

Theorem 1. BC-TOSS is NP-Hard and inapproximable
within any factor.

Proof. We prove that BC-TOSS is an NP-Hard problem
with the reduction from the p̂-clique problem, which is an
NP-Complete problem. Given a graph Gc = (Vc, Ec), where
Vc is the set of vertices and Ec is the set of undirected and
unweighted edges, and an integer p̂, the decision problem of
p̂-clique is to answer whether there exists a subgraph Cc ⊆
Gc such that i) Cc has exactly p̂ vertices, i.e., |Cc| = p̂, and
ii) Cc is a complete graph, i.e., dES (Cc) = 1, where dES (Cc)
is the longest shortest path length on vertex set S and edge
set E among all the vertex pairs in Cc.

We transform each instance of p̂-clique to an instance of
BC-TOSS as follows. We construct the input graph of BC-
TOSS G = (T, S,E,R) by letting S = Vc, E = Ec, while
the task pool T , the accuracy edges in R, the corresponding
edge weights, and the query group Q are set arbitrarily. The
parameters of BC-TOSS are set as p = p̂, h = 1, and τ =
0. In the following, we prove that the decision problem p̂-
clique returns TRUE if and only if BC-TOSS has a feasible
solution. We first prove the sufficient condition. If p̂-clique
returns TRUE with a solution Cc with dES (Cc) = 1 and
|Cc| = p̂, then Cc must be a feasible solution to BC-TOSS
because dES (Cc) ≤ h = 1 and |Cc| = p̂ = p. We then
prove the necessary condition. If F is a feasible solution
to BC-TOSS, then dES (F ) ≤ h = 1 and |F | = p must hold,
which implies that F is also a complete graph of size p̂ = p.2

Therefore, F is also a solution to p̂-clique. This proves that
BC-TOSS is NP-Hard.

Finally, we prove hat there exists no approximation al-
gorithm for BC-TOSS unless P=NP. Note that BC-TOSS
will return Ω(F ) = 0 if F = ∅, i.e., no feasible solution ex-
ists for BC-TOSS. Therefore, if BC-TOSS has a polynomial-
time approximation algorithm with an arbitrarily large ratio
δ <∞, the above proof indicates that i) the algorithm is able
to obtain a feasible solution to BC-TOSS if p̂-clique returns
TRUE, and ii) any BC-TOSS instance with the algorithm
returning a feasible solution implies that the corresponding
instance in p̂-clique is TRUE. That is, the δ-approximation
algorithm can solve p̂-clique in polynomial time, implying
that P=NP. Therefore, BC-TOSS has no polynomial-time
approximation algorithm unless P=NP.

Theorem 1 states that the BC-TOSS problem is NP-Hard
and inapproximable within any factor. However, we observe
that if we slightly relax one constraint of the BC-TOSS prob-
lem, we are able to obtain the solution no worse than the
optimal solution within polynomial time. We detail this al-
gorithm with performance bound in Section 4.

3.2 Robustness Guaranteed TOSS (RG-TOSS)
2Please note that when dES (F ) = 0, F contains at most 1
vertex, not satisfying the requirement of BC-TOSS which
asks p > 1.

To find a target group to ensure the communication ro-
bustness, i.e., each SIoT object in the target group is able
to transmit or backup its data through a number of dif-
ferent neighboring objects, one promising way is to ensure
the minimum number of neighbors each SIoT object has in
the target group. This motivates us to introduce the degree
constraint to guarantee the robustness of communications.
We first denote the inner degree of a vertex v according to
the edge set E in a subgraph H ⊆ G as degEH(v), which is
the number of vertices u ∈ H such that (u, v) is an edge
in E. Then, we formally formulate the Robustness Guar-
anteed TOSS problem as follows, which incorporates the
degree constraint in the target group and has the identi-
cal objective function and size constraint as the BC-TOSS
problem.

Problem: Robustness Guaranteed TOSS (RG-TOSS).
Given: Heterogeneous graph G = (T, S,E,R), query group
Q ⊆ T , degree constraint k ≥ 1, size constraint p > 1, and
accuracy constraint τ ∈ [0, 1].
Objeective: To find a target group F ⊆ S where i) |F | =
p, ii) degEF (v) ≥ k,∀v ∈ F , iii) w[u, v] ≥ τ,∀u ∈ Q, v ∈
F, [u, v] ∈ R, such that Ω(F ) =

∑
u∈Q IF (u) is maximized.

Similar to BC-TOSS, the interplay of the constraints and
objective functions on social edges and accuracy edges makes
processing RG-TOSS very challenging, especially when the
degree constraint of RG-TOSS requires each SIoT object
in the returned group to have at least k neighbors in the
same group. Please note that this degree constraint re-
quires the inner degree to be at least k, which models a
more practical situation that we only have control on the
selected SIoT objects, i.e., we do not replicate data to or
communicate with SIoT objects outside the selected group.
Intuitive approaches such as greedily choosing vertices to op-
timize the objective value does not work because it does not
consider the degree constraint and may not obtain feasible
solutions. In fact, RG-TOSS is also NP-Hard and inapprox-
imable within any factor, which is proved as follows.

Theorem 2. RG-TOSS is NP-Hard and inapproximable
within any factors unless P=NP.

Proof. We prove that RG-TOSS is NP-Hard with the re-
duction from an NP-Complete problem, namely k̃-plex prob-
lem[14]. Given graph G = (Ṽ , Ẽ) and positive integers p̃ and

k̃, the decision problem k̃-plex determines if there exists a

set of vertices C ⊆ Ṽ , such that degẼ
C̃
(u) ≥ |C| − k̃,∀u ∈ C

and |C| = p̃.

We transform an instance of the k̃-plex problem to an
instance of the RG-TOSS instance by first creating the het-
erogeneous graph G = (T, S,E,R) with S = Ṽ and E = Ẽ.
The task pool T , the set of accuracy edges, and the corre-
sponding accuracy edge weights are set arbitrarily. More-
over, the query group Q ⊆ T is also chosen arbitrarily and
k = p̃− k̃, p = p̃, τ = 0.

We first prove the sufficient condition. If there exists a set

C ⊆ Ṽ with degẼ
C̃
(u) ≥ |C| − k̃,∀u ∈ C and |C| = p̃, then

C must be a feasible solution to the RG-TOSS instance.
For the necessary condition, if F is a feasible solution to

RG-TOSS, then |F | = p and degẼ
C̃
(u) ≥ |C| − k̃,∀u ∈ C

must hold. Therefore, F is also a k̃-plex. This proves that
RG-TOSS is NP-Hard.

For the inapproximability, if there exists any δ-approximation
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algorithm for any δ < ∞, then such δ-approximation algo-
rithm must be able to obtain a feasible solution of TG-TOSS
in polynomial time, which is equivalent to solving the NP-
Complete problem k̃-plex in polynomial time. Therefore,
RG-TOSS is inapproximable within any factor unless P=NP.
The theorem follows.

Since there exists no approximation algorithm for the RG-
TOSS problem unless P=NP, we propose an effective and
efficient polynomial-time algorithm to tackle the challenges
brought by the interplay of RG-TOSS. We detail the algo-
rithm design in Section 5.

4. ALGORITHM FOR BC-TOSS WITH PER-
FORMANE GUARANTEE

Theorem 1 in Section 3.1 states that BC-TOSS is NP-
Hard and inapproximable within any factor. One simple ap-
proach is to enumerate all the combinations to find the opti-
mal solution of BC-TOSS. Due to the large search space, the
time complexity of such intuitive approach would be O(|V |p)
which makes it computationally expensive and inapplicable
for a large-scale Social IoT network. However, we observe
that if we slightly relax the hop constraint, it is possible
to find a polynomial time algorithm that can find a solution
no worse than the optimal solution (performance guarantee)
to BC-TOSS with a bounded error. Therefore, in this sec-
tion, we propose a polynomial time algorithm, namely Hop-
bounded Accuracy-optimized SIoT Extraction (HAE), to find
the solution with the objective value no worse than the opti-
mal solution while the distance between each pair of vertices
on E in the returned group may exceed h, but is guaranteed
to be within 2h. We formally prove the performance guar-
antee and the error bound of the proposed algorithm.

To avoid generating infeasible solutions, the proposed HAE
algorithm first performs a preprocessing step to guarantee
that each SIoT object in S has all its incident accuracy edge
weights at least τ . That is, this preprocessing step removes
each vertex u ∈ S with an accuracy edge [u, v] for some
v ∈ Q with w[u, v] < τ . Then, the vertices in S which
have no incident accuracy edge are also removed because in-
cluding them in the solution will not increase the objective
value.

Afterwards, the HAE algorithm performs a Sieve Step to
filter out redundant vertices. If an SIoT object v ∈ S is in
the returned group F , then any vertex u ∈ F must satisfy
the following inequality: dES (u, v) ≤ h. Therefore, the Sieve
Step first constructs the candidate set Sv for each SIoT ob-
ject v ∈ S where Sv contains only the vertices that are able
to form the target group with v, i.e., Sv contains only the
vertices within h hops on E from v. Take Figure 1 as an ex-
ample. Assume Q = {Rainfall, Temperature, Wind Speed,
Snowfall}, p = 3, h = 1, and τ = 0.25. In the Sieve Step,
for example, Sv1 = {v1, v2, v3, v4, v5} because all these SIoT
objects are within h = 1 hop from v1, and Sv3 = {v1, v3, v4}.

After the Sieve Step is complete, algorithm HAE performs
the Refine Step to examine each vertex in Sv. Specifically,
given SIoT object u ∈ S, we denote α(u) the sum of ac-
curacy edge weights linking from u to the tasks in Q, i.e.,
α(u) =

∑
s∈Q w[u, s]. Then, to maximize the objective func-

tion, the Refine Step selects p vertices from Sv which have
the maximum α(u) and constructs a candidate solution Sv

for v. If Ω(Sv) is larger than that of the currently best solu-
tion S

∗, Algorithm HAE updates S∗ as Sv. Algorithm HAE

repeats the examinations of v ∈ S to construct different can-
didate solutions, and returns the solution with the maximum
objective value as the target group F . Return to our run-
ning example in Figure 1. After this step, Sv1 = {v1, v2, v3},
and Sv4 = {v1, v3, v4}. Please note that Sv2 does not need to
be examined because |Sv2 | = 2 < p, i.e., no feasible solution
can be constructed from Sv2 . After examining all Sv, the
returned target group F = {v1, v2, v3}, which is the optimal
solution.

One major weakness of the steps mentioned above is that
algorithm HAE needs to scan over all vertices in S to con-
struct candidate solutions and extract the best one among
them. However, this may incur large computation overhead.
We observe that if we examine each vertex v ∈ S in some
predefined order, then some v ∈ S does not need to be ex-
amined because the vertices in the corresponding Sv cannot
generate a solution better than the best solution obtained
so far. Therefore, we propose a vertex-visiting ordering and
lookup strategy, namely Incident Weight Ordering with Top-
p Objects Lookup (ITL) and a powerful pruning strategy,
called Accuracy Pruning (AP), to avoid unnecessary search
space exploration. ITL visits each vertex v ∈ S in descend-
ing order of α(v), which enables Accuracy Pruning to better
estimate the solution quality in each Sv to avoid redundant
examinations. Moreover, ITL enables quick candidate so-
lution Sv generation without sorting the vertices in Sv to
extract the top-p vertices with the maximum α(·) values.

Specifically, we associate with each vertex v ∈ S a list
Lv, which is used to store the top-p vertices of the max-
imum α(·) in Sv. Each time when algorithm HAE exam-
ines vertex v and constructs the corresponding Sv in the
descending order of α(v), HAE inserts v into each vertex
u’s list Lu,∀u ∈ Sv if |Lu| < p. For example in Figure 1,
v3 is visited first because α(v3) is the largest. After con-
structing Sv3 = {v1, v3, v4}, HAE also inserts v3 into Lv1 ,
Lv3 , Lv4 . The following Lemma 1 proves that the above-
mentioned strategy can guarantee that Lu always stores the
top-|Lu| vertices with the maximum α(·) in Lu.

Lemma 1. For any vertex u ∈ S, its associated Lu stores
the top-|Lu| vertices with the maximum α(·) in Su. More-
over, if |Lu| < p, then α(x) ≤ α(u), ∀x ∈ Su\Lu.

Proof. HAE visits the vertices v ∈ S in descending order
of α(v). Therefore, for any vertex u, the vertices in its list Lu

must be visited before u, leading to α(x) ≥ α(u),∀x ∈ Lu.
Moreover, if u ∈ Sv, then v ∈ Su as well. Therefore, the
vertices in Lu must be in Su. Since Lu stores at most the
first p vertices visited by HAE in Su, Lu stores the top-|Lu|
vertices with the maximum α(·) in Su.

Please note that the vertices in Lu must have been visited
by HAE and α(y) ≥ α(u),∀y ∈ Lu. If |Lu| < p, then the
vertices in Su\Lu must not have been visited by HAE yet.
According to the vertex-visiting ordering, α(x) ≤ α(u),∀x ∈
Su\Lu holds. The lemma follows.

HAE is equipped with a powerful pruning, namely Accu-
racy Pruning, which can avoid the examination of redundant
Sv which never generates better solutions than the currently
best solution S

∗. Accuracy Pruning works as follows. When
Algorithm HAE visits a vertex v ∈ S, before constructing Sv

to include the vertices within h hops of v, it first examines
the list Lv to check if Sv has a chance to generate a better
solution than the currently best solution S

∗. If Sv cannot,
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HAE skips v and proceeds to examine the next vertex. This
saves the computation of traversing the graph to construct
Sv. Specifically, the following lemma shows the pruning con-
dition and the correctness of the Accuracy Pruning.

Lemma 2. Accuracy Pruning. Given v ∈ S and the
currently best solution S

∗, if Ω(Lv)+(p−|Lv |)α(v) ≤ Ω(S∗)
holds, Sv can be safely pruned without examination.

Proof. Let Mv denote the p vertices with the maximum

α(·) values in Sv, and Ŝv be an arbitrary subset of Sv with

|Ŝv | = p. Then Ω(Mv) ≥ Ω(Ŝv) must hold. We would like to
show that if Sv is pruned by Accuracy Pruning, then there

does not exist any Ŝv such that Ω(Ŝv) > Ω(S∗).
We prove by contradiction. Assume that Ω(Mv) > Ω(S∗),

then Ω(Mv) > Ω(S∗) ≥ Ω(Lv)+(p−|Lv|)α(v) must hold be-
cause Sv is pruned by Accuracy Pruning. Case 1) If |Lv| = p,
then Ω(Mv) = Ω(Lv) according to Lemma 1, and we will
conclude that Ω(Mv) > Ω(Mv) which leads to a contra-
diction. 2) If |Lv | < p,

∑
x∈Mv

α(x) >
∑

x∈Lv
α(x) + (p −

|Lv |)α(v) holds. According to Lemma 1,
∑

x∈(Mv\Lv)
α(x) >

(p− |Lv|) holds. Therefore, there exists x ∈ (Mv\Lv) ⊆ Sv

Lv such that α(x) > α(v), which contradicts with Lemma 1.
Since the above two cases lead to contradictions, Ω(Mv) ≤

Ω(S∗) must hold, which leads to Ω(S∗) ≥ Ω(Mv) ≥ Ω(Ŝv).
Therefore, if Sv is pruned by Accuracy Pruning, any p-vertex

subset Ŝv ⊆ Sv must have Ω(Ŝv) ≤ Ω(S∗), i.e., Sv cannot
generate any solution with objective value better than the
currently best solution S

∗. The lemma follows.

Return to our running example in Figure 1. When Algo-
rithm HAE visits v4, Lv4 = {v1, v3}, and the currently best
solution S

∗ is {v1, v2, v3} with Ω(S∗) = 3.5. In this case,
Ω(Lv4 )+(p−|Lv4 |)·α(v4) = 2.7+1·0.7 = 3.4 < Ω(S∗) = 3.5,
and Accuracy Pruning prunes v4. Therefore, Algorithm
HAE avoids examining v4 and does not need to construct
Sv4 because any subset with p vertices of Sv4 will never
become a solution better than S

∗. The pseudo code of algo-
rithm HAE is shown in Algorithm 1.

In the following, we prove the performance guarantee and
error bound of the proposed algorithm. We first prove that,
if the optimal solution S

OPT contains a vertex v ∈ S, then
S
OPT ⊆ Sv must hold. That is, algorithm HAE does not

need to examine any vertex outside Sv if v ∈ S
OPT .

Lemma 3. If the optimal solution S
OPT contains vertex

v ∈ S, then S
OPT ⊆ Sv holds.

Proof. Assume that there exists vertex v′ ∈ S
OPT such

that SOPT is not a subset of Sv′ . Since SOPT is not a subset
of Sv′ , we can find a vertex u′ ∈ S

OPT such that u′ /∈ Sv′ .
In other words, dES (u

′, v′) > h where dES (u
′, v′) > h is the

shortest path distance from u′ to v′ on E. However, from
the hop constraint, we know that dES (u, v

′) ≤ h,∀u ∈ S
OPT

which is a contradiction. Therefore, if SOPT contains vertex
v ∈ S, then S

OPT ⊆ Sv holds.

We now prove that the proposed HAE algorithm is able
to obtain the solution no worse than the optimal solution
(performance guarantee) with an error bound h.

Theorem 3. The solution F returned by algorithm HAE
is no worse than the optimal solution S

OPT to BC-TOSS
with an error bound h. That is, Ω(F ) ≥ Ω(SOPT ) with
dES (F ) ≤ 2h.

Algorithm 1: Hop-bounded Accuracy-optimized SIoT
Extraction (HAE)

Input: G = (T, S,E,R), Q, h, p, τ
Output: F

1 begin
2 Remove each u ∈ S where w[u, v] < τ for v ∈ Q
3 S

∗ ← ∅
4 foreach v ∈ S in descending order of α(v) do
5 if v is pruned by Accuracy Pruning then
6 Continue

7 Sv ← {u ∈ S | dEV (u, v) ≤ h }
8 if |Sv| < p then
9 Continue

10 if ∃u ∈ Sv with |Lu| < p then
11 Add v into Lu

12 Sv ← {u1, .., up}, which are the p vertices with
maximum α(ui) in Sv (extracted with the aid
from Lv)

13 if Ω(Sv) > Ω(S∗) then
14 S

∗ ← Sv

15 F ← S
∗

16 return F

Proof. Lemma 3 states that if vertex v is included in
the optimal solution S

OPT , then S
OPT ⊆ Sv. Because HAE

chooses the p vertices with maximum α(·) in Sv as Sv, there
exists no other p-vertex subset of Sv with a larger objective
value. Therefore, if S

OPT ⊆ Sv, Ω(Sv) ≥ Ω(SOPT ) must
hold. On the other hand, Ω(S∗) ≥ Ω(Sv),∀v ∈ S, therefore,
Ω(S∗) ≥ Ω(SOPT ) holds. Moreover, Lemma 2 shows that
Accuracy Pruning only prunes the examination of Sv if it
cannot generate a better solution than S

∗. Please note that
for any v ∈ S, dES (Sv) ≤ 2h. Therefore, F returned by
algorithm HAE is no worse than the optimal solution with
dES (F ) ≤ 2h. The theorem follows.

Theorem 4. HAE has time complexity O(|R|+ |S||E|).

Proof. HAE removes the SIoT objects that do not sat-
isfy the accuracy constraint in O(|R|) time. Sorting v ∈ S
in descending order of α(v) takes O(|S|log|S|) time. That
is, HAE spends O(|R|+ |S|log|S|) time for preprocessing.

HAE then considers each v in descending order of α(v).
It first takes O(|S| + |E|) time for Accuracy Pruning and
extracting Sv for v. Then, HAE takes O(|V |) time to check
if there exists u ∈ Sv with |Lu| < p and O(|V |) time to
choose the p vertices ui with the maximum α(ui) from Sv. In
summary, the time complexity of HAE is O(|R|+|S|log|S|)+
O(|S|(|S| + |E|+ |V |+ |V |)) = O(|R|+ |S||E|).

Although there is a bounded error h for F , in Section 6,
we show that most F returned by HAE still satisfy the hop
constraint with experiments conducted on real datasets.

5. ALGORITHM DESIGN FOR RG-TOSS
As proved in Section 3.2, RG-TOSS is NP-Hard and in-

approximable within any ratio, indicating that RG-TOSS is
very challenging due to the interplay of accuracy and com-
munication robustness, i.e., the SIoT objects which have
high accuracy may not have robust communications, and
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those with robust communication capability may not always
have the optimized accuracy of the assigned tasks. To opti-
mize the objective function, one simple approach is to greed-
ily select F containing the p SIoT objects with the largest
incident weights. However, this greedy approach may re-
sult in a set of SIoT objects that cannot communicate with
each other at all. Another approach is to enumerate all
the combinations of the SIoT objects. Although this brute-
force approach can obtain the optimal solution, it incurs a
prohibitively high computation complexity and thus is im-
practical.

To strike a good balance between solution quality and
efficiency, in this section, we propose a polynomial-time al-
gorithm to RG-TOSS, namely Robustness-Aware SIoT Se-
lection (RASS) which can obtain good solutions very effi-
ciently. RASS employs a bottom-up approach to construct
different partial solutions while considering the accuracy and
communication robustness simultaneously. To incrementally
construct good partial solutions and lead to good solutions
eventually, we propose an effective ordering strategy, called
Accuracy-oriented Robustness-aware Ordering (ARO), to pri-
oritize the selections of SIoT objects into partial solutions.
Moreover, we also propose effective pruning strategies, namely
Core-based Robustness Pruning (CRP) Accuracy-Optimization
Pruning (AOP), and Robustness-Guaranteed Pruning (RGP),
which are based on our observations in different dimensions
to avoid constructing partial solutions that can never grow
into better solutions, in order to significantly reduce the
computation time of RASS.

Specifically, to significantly reduce the computation time,
RASS first employs a filter strategy to remove from G each
SIoT object u ∈ S not satisfying the accuracy constraint.
Afterwards, RASS performs Core-based Robustness Pruning
(CRP) to remove the SIoT objects in S which will not lead

to feasible solutions. A k̂-core Ck̂ is a graph where each ver-

tex v ∈ Ck̂ has degree at least k̂ [13]. A k̂-core Ck̂ is maximal

if there does not exist another k̂-core that is a superset of

Ck̂. Maximal k̂-core can be obtained in polynomial time.3

In Core-based Robustness Pruning, RASS extracts the max-
imal k-core Ck from the graph formed by the SIoT objects
and the corresponding social edge set, i.e., GS = (S,E),
where k is the degree constraint. RASS then trims the SIoT
objects from S which are not included in the maximal k-
core Ck. The following lemma shows that the SIoT objects
in S\Ck can be safely trimmed.

Lemma 4. Core-based Robustness Pruning. Given
maximal k-core Ck ⊆ GS and any feasible solution F to
RG-TOSS, (S\Ck)∩F = ∅ must hold, indicating that SIoT
objects in S\Ck can be safely trimmed.

Proof. Suppose v is an SIoT object which is not included
in the maximal k-core Ck, i.e., v ∈ S\Ck. We prove this
lemma by contradiction. Assume that F is a feasible solution
and v ∈ F . As F is a feasible solution, degEF (u) ≥ k,∀u ∈ F
must hold. Therefore, F is a k-core and F ⊆ Ck holds
(according to the definition of maximal k-core). Since v ∈ F ,
v ∈ Ck must hold, which leads to a contradiction. Therefore,
v /∈ F and v can be safely trimmed, ∀v ∈ S\Ck. The lemma
follows.

3Please note that the maximal k̂-core may contain multiple
connected components.
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Figure 2: Running example of RG-TOSS

Consider the running example in Figure 2. Given the het-
erogeneous graph G with p = 3, k = 2, and τ = 0.05. Since
the maximal 2-core in GS = (S,E) is {v1, v2, v4, v5, v6},
Core-based Robustness Pruning removes v3 from S because
v3 will never be included in any feasible solution.

In algorithm RASS, each partial solution σi is defined as
σi = {Si,Ci} where Si is the solution set containing a set
of SIoT objects, and Ci denotes the set of candidate SIoT
objects that can be considered by the current partial so-
lution σi. During the process of RASS, RASS maintains
a priority queue U to store different partial solutions. Let
S = {v1, ..., v|S|}. In the very beginning, RASS generates
|S| initial partial solutions and pushes them into U, where
each partial solution contains {{vi},

⋃
j∈[i+1,|S|] vj} for each

different vi ∈ S. Return to the running example in Figure
2. In the beginning, priority queue U contains the following
partial solutions: {S1 = {v1},C1 = {v2, v4, v5, v6}},{S2 =
{v2},C2 = {v4, v5, v6}},{S3 = {v4},C3 = {v5, v6}}. Please
note that v3 does not appear because it has been pruned by
Core-based Robustness Pruning. Moreover, there is no par-
tial solution {S4 = {v5},C4 = {v6}} because |S4∪C4| < p =
3. That is, even if we move all the candidate SIoT objects
in C4 into S4, we still cannot form a feasible solution with
exactly p SIoT objects. Similarly, {S5 = {v6},C5 = φ} does
not exist in U as well.

At each step afterwards, RASS generates a new partial
solution σ′ = {S′,C′} as follows. RASS first pops from the
priority queue U a partial solution σ = {S,C} based on
Accuracy-oriented Robustness-aware Ordering (ARO, will
be detailed later), and RASS creates a copy of σ, i.e., σ′.
Then for σ′, RASS moves an SIoT object u with the max-
imum α(u) from its candidate SIoT object set C

′ into its
solution set S

′. Therefore, σ′ becomes a new partial solu-
tion, i.e., S′\S = {u}.

Return to the running example in Figure 2, after initializa-
tion, assume ARO in RASS selects the partial solution σ =
{{v1}, {v2, v4, v5, v6}} for expansion. RASS first creates a
copy of σ, i.e., σ′ = {S′ = {v1},C

′ = {v2, v4, v5, v6}}. Since
choosing v2 for expanding S

′ does not satisfy ARO, RASS
choose v4 which satisfies ARO and has the maximum α(·).
Therefore, v4 is moved to S

′ and σ′ = {{v1, v4}, {v2, v5, v6}}
is a new partial solution. RASS then removes v4 from C

of σ to avoid generating duplicate partial solution as σ′ in
the future, and pushes σ = {{v1}, {v2, v5, v6}} back to the
priority queue U. Please note that, σ is always inserted back
into the priority queue (unless |S| + |C| < p) because σ is
able to generate other new partial solutions by expanding its
solution set with other vertices. Moreover, in order to guar-
antee not generating duplicate partial solutions, the SIoT
object that is moved from C

′ to S
′ is removed from C of σ.

For example, v4 is removed from C when σ is pushed back
into U.
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If the solution set S′ ∈ σ′ contains p SIoT objects, satisfies
the degree constraint, and Ω(S′) is larger than the currently
best solution S

∗, RASS updates S∗ as S′. If S′ contains fewer
than p SIoT objects, RASS inserts σ′ into the priority queue
U. In the second round in our running example, RASS pops
σ = {{v1, v4}, {v2, v5, v6}} according to ARO, and generates
a new partial solution σ′ = {{v1, v4, v5}, {v2, v6}}. Since
S
′ = {v1, v4, v5} contains p = 3 SIoT objects and satisfies the

constraints, and S
′ is the first feasible solution obtained so

far, RASS sets S∗ = S
′. RASS pushes the original σ back to

U (σ′ does not have to be pushed back because |S′| = 3). The
number of expansions on partial solutions RASS performs
is bounded by a parameter λ. After λ expansions of partial
solutions, RASS outputs the best solution S

∗ as the solution.
The setting of λ represents a trade-off between efficiency
and solution quality. We will compare the performance of
RASS under different λ values in the experimental results
in Section 6.

In the following, we detail the important strategies em-
ployed in our framework. These strategies include Accuracy-
oriented Robustness-aware Ordering, Accuracy-Optimization
Pruning and Robustness-Guaranteed Pruning, which can sig-
nificantly improve the efficiency and solution quality of the
proposed RASS algorithm. The pseudo code of algorithm
RASS is detailed in Algorithm 2.

Algorithm 2: Robustness-Aware SIoT Selection
(RASS)

Input: G = (T, S,E,R), Q, k, p, τ , λ
Output: F

1 begin
2 Remove each u ∈ S where w[u, v] < τ for v ∈ Q
3 S

∗ ← ∅; U← ∅; expand← 0
4 CRP (Lemma 4) on GS = (S,E)
5 foreach vi ∈ S = {v1, .., v|S|} do
6 push {{vi},

⋃
j∈[i+1,|S|] vj} into U

7 while expand < λ do
8 expand← expand+ 1
9 Pop σ = {S,C} from U based on ARO

10 if σ can be pruned by AOP (Lemma 5) or RGP
(Lemma 6) then

11 Continue

12 Copy σ to σ′; Push σ back into U if |S|+ |C| ≥ p
13 u← argmaxx∈C′ α(x)
14 Move u from C

′ to S
′

15 if |S′| = p and Ω(S′) > Ω(S∗) then
16 S∗ ← S′

17 else if |S′| < p then
18 push σ′ back to U

19 F ← S
∗

20 return F

5.1 Accuracy-oriented Robustness-aware Or-
dering

The selection of partial solution σ from the priority queue
to construct σ′ is critical to the solution quality and al-
gorithm efficiency. This is because a carefully selected σ
can generate a good solution earlier, which can be used to
prune other partial solutions afterwards. One simple ap-

proach, called Accuracy Ordering, is to select σ where its
corresponding solution set S has the maximum Ω(S) (i.e.,
maximum accuracy), to expand into σ′.

Consider Figure 2, after initialization, Accuracy Order-
ing would select {{v1}, {v2, v4, v5, v6}} because {v1} has the
maximum Ω(S). Moreover, this partial solution is copied
and expanded into {{v1, v2}, {v4, v5, v6}} because v2 has the
maximum α(·) in {v2, v4, v5, v6}. However, {v1, v2} will not
become a feasible solution because p = 3 and k = 2, i.e., re-
quiring the SIoT objects in the solution to connect to each
other. This example demonstrates that Accuracy Order-
ing does not consider the degree constraint and is inclined
to obtain a set of SIoT objects without communication ro-
bustness, resulting in the generation of a large number of
infeasible solutions.

To tackle the problem of Accuracy Ordering, we propose
Accuracy-oriented Robustness-aware Ordering (ARO) to con-
sider both accuracy and communication robustness simulta-
neously. The idea of ARO is to prioritize the selection of
Accuracy Ordering with additional conditions of the com-
munication robustness. Recall that Accuracy Ordering pops
the partial solution σ = {S,C} with the maximum Ω(S) from
U. Then σ′ is constructed by moving the vertex u ∈ C which
incurs the maximum α(u) to S. In ARO, σ is selected from
the priority queue only when (S ∪ {u}) (u incurs the maxi-
mum α(u) in C) has sufficient communication robustness. In
this case, ARO effectively guides RASS to expand good par-
tial solutions which has high potential to satisfy the degree
constraint.

Specifically, given a partial solution σ = {S,C}, let ∆(S) =
∑

v∈S
degE

S
(v)

|S|
be the average inner degree of S, and let u be

the SIoT object in C which incurs the α(u). In ARO, we first
assume that u is added to S. Then, we examine if the com-
munication robustness of the new set S ∪ {u} is sufficiently
large. After that, from those partial solutions that satisfy
the communication robustness requirement, we select and
pop the partial solution which incurs the maximum Ω(·) for
expansion. The communication robustness of S∪{u} is con-
sidered sufficiently large if the following Inner Degree Con-

dition (IDC) holds: ∆(S ∪ {u}) ≥ |S ∪ {u}| − µ·|S∪{u}|+p−1
p−1

,
where µ is a self-adjusting filtering parameter.

The filtering parameter µ is important for finding good
feasible solutions quickly. Specifically, µ is set as p − k − 1
initially to provide a more strict filtering power when select-
ing SIoT objects into S to fulfill the degree constraint, i.e.,
when µ is larger, vertex u passes IDC when u has more inner
degree in the current S∪{u}. When no SIoT object satisfies
IDC with the current µ values, ARO decreases µ to lower
the threshold until at least one vertex u satisfies IDC.

In our example shown in Figure 2, given σ = {S = {v1},C =
{v2, v4, v5, v6}}, with µ = p− k − 1 = 0, ARO avoids to se-
lect v2 ∈ C to expand S (which would be chosen by the
intuitive Accuracy Ordering) because ∆(v1 ∪ {v2}) < 2− 1
does not satisfy the Inner Degree Condition. In fact, se-
lecting v2 by Accuracy Ordering would not expand σ into
any feasible solution, but only costs unnecessary expansions.
Instead, ARO considers the set of SIoT objects in C which
satisfies Inner Degree Condition, i.e., {v4, v5, v6}, and picks
v4 because v4 incurs the maximum α(·). As a result, ARO
expands σ to σ′ = {{v1, v4}, {v2, v5, v6}}.

5.2 Pruning Strategies
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The ordering strategy, i.e., ARO, described in Section
5.1 prioritizes the expansion of partial solutions that are
likely to become good feasible solutions. It is expected that
ARO is able to obtain the first feasible solution which fol-
lows the degree constraint much earlier than Accuracy Or-
dering because inner degrees are examined during the pro-
cess. To reduce the examination of unnecessary partial so-
lutions which will never become better feasible solutions,
we further derive two pruning strategies, namely Accuracy-
Optimization Pruning (AOP) and Robustness-Guaranteed
Pruning (RGP).

Accuracy-Optimization Pruning (AOP) keeps tracks of
the objective value of the currently best solution, i.e., Ω(S∗)
and removes the partial solutions that will never become
a better solution than S

∗ by deriving the upper bound on
the objective values of the partial solutions. Equipped with
AOP, RASS is able to avoid unnecessary expansions of par-
tial solutions and significantly reduces the computation time.
On the other hand, Robustness-Guaranteed Pruning (RGP)
considers the communication robustness of the partial solu-
tions. RGP prunes the partial solutions (discards it from U

directly) if they cannot grow into feasible solutions, i.e., sat-
isfying the degree constraint. With RGP, algorithm RASS
can avoid spending unnecessary computation resource on
partial solutions that will not become feasible solutions.

Specifically, given the currently best solution S
∗ and its ac-

curacy Ω(S∗), Lemma 5 states Accuracy-Optimization Prun-
ing.

Lemma 5. Accuracy-Optimization Pruning (AOP).
Partial solution σ = {S,C} can be removed from the priority
queue U if

∑
v∈S

α(v)+(p−|S|)·maxu∈C α(u) ≤ Ω(S∗) holds.

Proof. The first term of the inequality is the total ac-
curacy of the SIoT objects in S, and the second term:
(p − |S|) · maxu∈C α(u) is an upper bound on the total ac-
curacy the current partial solution can achieve by adding
(p − |S|) SIoT objects. Therefore, if the inequality holds,
any solution constructed from the current partial solution σ
will never have total accuracy larger than the currently best
solution S

∗ and thus can be safely pruned.

Return to the running example in Figure 2. After ob-
taining S

∗ = {v1, v4, v5}, assume that RASS is consider-
ing to expand σ = {S = {v2},C = {v4, v5, v6}}. Since∑

v∈S
α(v) = 0.8 and (p − |S|) · maxu∈C α(u) = 2 · 0.6,∑

v∈S
α(v) + (p − |S|) ·maxu∈C α(u) = 2.0 < Ω(S∗) = 2.05.

Therefore, σ can be directly removed from U without any
further expansions.

On the other hand, Robustness-Guaranteed Pruning con-
siders the degrees of the SIoT objects inside S and those
outside S of a partial solution. The following Lemma 6 de-
tails RGP.

Lemma 6. Robustness-Guaranteed Pruning (RGP).
Partial solution σ = {S,C} can be removed from the pri-
ority queue U if one of the conditions holds: 1) p − |S| +
minv∈S deg

E
S (v) < k, or 2)

∑
v∈C

degEC∪S(v) < k(p− |S|).

Proof. For the first condition, p − |S| is the number of
SIoT objects which will be added into S, and minv∈S deg

E
S (v)

is the minimum inner degree of the SIoT objects in S. There-
fore, the left-hand-side of the first condition is the upper
bound on the inner degree of the vertex with the minimum
inner degree in S. If the first condition holds, at least one
SIoT object will not satisfy the degree constraint afterwards.

The first condition considers the SIoT objects that have
been moved into S. For the second condition, it considers
the SIoT objects that are in C. For the Right-Hand-Side of
the inequality, (p − |S|) is the number of SIoT objects that
need to be moved from C into S, and k(p−|S|) is the number
of total vertex degrees the added vertices should have to be-
come a feasible solution. Therefore, if the

∑
v∈C

degEC∪S(v),
i.e., the total vertex degrees C can provide, is fewer than
k(p− |S|), the partial solution σ will never grow into a fea-
sible solution.

Return to Figure 2, assume RASS is now examining σ =
{{v2}, {v4, v5, v6}}. Since

∑
v∈C

degEC (v) = 1 + 1 + 0, which
is smaller than k(p−|S|) = 2·(3−1). Therefore, σ can be di-
rectly removed from U without further expansions. The fol-
lowing Theorem 5 summarizes the time complexity of RASS.

Theorem 5. RASS has time complexity O(|R|+ λ(|S|+
λ)p2).

Proof. RASS removes vertices which do not satisfy the
accuracy constraint from S in O(|R|) time. Core-based Ro-
bustness Pruning is performed in O(|S|), and for initializa-
tion, RASS spends O(|S|) to construct and push each par-
tial solution {{vi},

⋃
j∈[i+1,|S|] vj} into U. Therefore, before

RASS expands any partial solution, it takes O(|R| + |S|)
time.

To identify and pop a partial solution, since U has at
most (|S| + λ) partial solutions, RASS performs O(|S| +
λ) times Inner Degree Condition verification (which takes
O(p2)). That is, it costs O((|S|+ λ)p2) to identify and pop
the partial solution σ. It takes O(p) and O(|S|) time to
examine Accuracy-Optimization Pruning and Robustness-
Guaranteed Pruning, respectively, and O(|S|) time to copy σ
to σ′. Therefore, expanding a partial solution takes O((|S|+
λ)p2) time. Since RASS expands at most λ partial solu-
tions, expanding λ partial solutions takes O(λ(|S| + λ)p2).
In summary, the time complexity of RASS is O(|R|+λ(|S|+
λ)p2).

6. EXPERIMENT
In this section, we first detail the preparation of the datasets

used in our evaluation. Afterwards, we evaluate the perfor-
mance of the proposed algorithms with real datasets. Since
BC-TOSS and BC-TOSS are NP-hard, we first enumerate
all the possible combinations on a small-scale dataset to de-
rive the optimal solution, and compare it with our solu-
tions. Moreover, to evaluate the efficiency and effectiveness
of the proposed algorithms, a co-author network is trans-
formed into an SIoT network, where each node in the net-
work contains a skill set (detailed in Section 6.1). Finally, a
user study with 100 people is conducted to compare manual
coordination with the proposed HAE and RASS.

6.1 Experiment Setting
The first dataset, RescueTeams, contains a small set of the

rescue and disaster response teams in Canada4 and Califor-
nia, USA,5 with 68 and 77 teams, respectively. We regard

4A part of the rescue and disaster response teams can be
found on http://en.wikipedia.org/wiki/Canadian\ Forces\
Search\ and\ Rescue

5A part of the rescue and disaster response teams can be
found on http://www.calema.ca.gov/Pages/default.aspx
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each team as a candidate SIoT object with possession of cer-
tain equipment representing proficiency in associated, e.g., a
rescue and disaster response team with equipment A and B
is viewed as a node in G with skills A and B. Moreover, the
accuracies of edges are generated by uniform distribution
ranged from 0 to 1. We also collect and analyze the spatial
coordinates and characteristics of 34 and 32 disasters occur-
ring in Canada and California, respectively, during the past
5 years to serve as the basis of queries and required skills
in our evaluation. The types of disasters include wildfires,
hurricanes, floods, earthquakes, and landslides. Due to the
lack of social relations in the RescueTeam dataset, we create
social links to the dataset based on the distance between two
teams. We first sort all the pairwise distances in ascending
order and select the top 50% to generate social edges.

Moreover, since there is no public large-scale SIoT dataset
with specified tasks, to generate the input for the TOSS
problem, we take Dataset DBLP, which contains 511, 163
nodes and 1, 871, 070 edges, and only entries corresponding
to the papers published in the areas of Database (DB), Arti-
ficial intelligence (AI), Data mining (DM), and Theory (T)
conferences are kept. Only the authors who have at least
three papers in the four areas are included, and each au-
thor is regarded as an SIoT object and the skills of authors
are regarded as the tasks can be assigned to them. More-
over, we generate the skill set and social edges similar to [9].
Specifically, an author owns a skill (terms) if the term ap-
pears in at least two titles of papers that he has co-authored.
We further generate the accuracy edges of author vi by first
counting the number of times each term appearing in titles
of papers that he has co-authored and then normalizing it
with the largest counts among all authors. Finally, two au-
thors vi and vj are connected if they appear as co-authors
in at least two papers in DBLP.

In the following, we compare HAE and RASS with two
baselines. The first baseline is a brute-force method which
enumerates all the feasible solutions for BC-TOSS (namely
BCBF ) and RG-TOSS (namely RGBF ) to show the differ-
ence between the solutions derived from the proposed meth-
ods and optimal solutions. Moreover, we compare HAE and
RASS with DpS [4]. DpS is an O(|V |1/3)-approximation
algorithm for finding a p-vertex subgraph H ⊆ S with the
maximum density (the number of edges induced by H di-
vided by |H |) on E without considering the query group,
accuracy edges, hop or degree constraint. Finally, we im-
plement the proposed algorithms, HAE and RASS, and in-
vite 100 people from various communities, e.g., government,
banks, hospitals, technology companies, schools, and busi-
nesses to join our user study, to compare the objective values
and the time for answering BC-TOSS and RG-TOSS with
manual coordination and proposed algorithms (i.e., HAE
and RASS) to demonstrate the advantages of automatic
query answering on SIoT. Each user is asked to plan 20 SIoT
object selections for query answering with the query tasks.
For the target graph, we sample a topology from Dataset
RescueTeams and randomly connect edges to the query task
with the weighting following the uniform distribution. All
the experiments are implemented in an HP DL580 server
with 4 Intel Xeon E7-4870 2.4 GHz CPUs and 1 TB RAM.

6.2 Performance Evaluation

6.2.1 RescueTeams
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Figure 3: Experiment results on RescueTeams
dataset

In the following, we first compare the performance of HAE
and RASS with baselines (BCBF and RGBF ) on Dataset
RescueTeams. BCBF and RGBF are brute-force algorithms
which enumerate all the combinations of solutions, check the
feasibility, and output the feasible solutions with the largest
objective value. We randomly sample the query tasks 100
times and report the averaged results.

Figure 3(a) compares the objective values of HAE and
RASS with BCBF and RGBF, respectively, for different
query task sizes |Q|, where the budget constraint p = 5,
hop constraint h = 2, and accuracy constraint τ = 0.3. The
results show that the objective value of the target group is
proportional to the query group size |Q|. Moreover, HAE
and RASS always derive the optimal objective value as |Q|
grows. The objective values of HAE are slightly larger than
those of RASS since the constraint is looser and thus reduces
the solution space. Figure 3(b) presents the running time for
answering BC-TOSS with different budget constraints p. As
p grows, the running time of BCBF significantly increases
due to the large number of possible combinations, while the
running time of HAE only slightly increases. On the other
hand, Figure 3(c) presents the running time for answering
RG-TOSS with different degree constraints k. RASS signif-
icantly outperforms RGBF as |Q| grows.

In addition to objective values and running time, the fea-
sibility ratio and average hop of HAE are reported in Figure
3(d). Although HAE slightly relaxes the hop constraint to
derive the optimal solution with a bounded error, all the fea-
sibility ratios w.r.t. different h are 100%. The average hop
of solutions derived by HAE slightly increases as h grows,
which implies that HAE finds optimal solutions of which
SIoT objects are not far away from each other for providing
data and transmission reliability. On the other hand, Figure
3(e) shows the feasibility ratio and average degree of RASS.
All the feasibility ratios w.r.t. different K are 100%. Note
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Figure 4: Experiment results on DBLP datasets

that the average degree of optimal solutions when k = 0 (no
degree constraint) and k = 1 are close. This is because the
rescue teams with different skills are usually not far from
each other to cover all the rescue tasks within an area. As
such, the average degree of the optimal solution without the
degree constraint is more than 1, i.e., nodes are connected
instead of being isolated. Figure 3(f) shows the feasibility
ratio with different accuracy constraints from 0 to 0.5, and
the results indicate the robustness of HAE and RASS since
the feasibility ratios are all 100% given different accuracy
constraints τ .

6.2.2 DBLP
We further evaluate and analyze the performance of the

proposed algorithms on DBLP dataset. Figures 4(a)-(d)
show the results for answering BC-TOSS. We report the re-
sults of HAE with three baselines: 1) brute-force method
(BCBF ), 2) Densest p-Subgraph (DpS) [4], and 3) HAE
without IncidentWeight Ordering with Top-p Object Lookup
and Accuracy Pruning (HAE w/o ITL&AP).

Figure 4(a) shows the running time with different budget
constraint p, where |Q| = 5, h = 2, and τ = 0.3. The
result indicates that the running time of HAE is close to
that of DpS but outperforms other baselines. The running
time of DpS is the smallest since DpS only finds the densest
p-subgraph without computing the feasibility of solutions.
On the other hand, as p grows, the running time of HAE is
much less than that of HAE w/o ITL&AP, which indicates

the effectiveness of the lookup and pruning strategy. Figure
4(b) shows the objective values and feasibility ratios with
different hop constraints given accuracy constraint τ = 0.3.
DpS slightly outperforms HAE in terms of feasibility ratio
since DpS finds socially-tight groups which are inclined to
satisfy the hop constraint. However, without considering
the objective values, the objective values of DpS are much
smaller than that of HAE, while the objective values of HAE
are close to optimal. Figure 4(c) reports the running time
with different hop constraints h. As h increases, the running
time of all methods grows linearly, while the running time
of HAE is still close to 1 second given h = 6. We further
investigate the relationship between accuracy constraint τ
and running time. The results manifest that the running
time can be reduced when τ is large since the solution space
is significantly reduced with large τ . However, if we set τ
with a value close to 1, the solution space may become empty
without any feasible solutions.

Figures 4(e)-(h) present the results for answering RG-
TOSS. The results of RASS are compared with those of the
brute-force method (RGBF ) and DpS. Given |Q| = 5, k = 3,
and τ = 0.3, Figures 4(e) shows the running time with dif-
ferent budget constraints p. The results indicate that the
proposed RASS outperforms RGBF by at least two orders.
On the other hand, Figure 4(f) shows the objective values
and feasibility ratios with different k. When the degree con-
straint k increases, the feasibility ratio of RASS is still 100%
and outperforms DpS since ARO prioritizes the examination
of partial solutions that will lead to feasible solutions. Note
that DpS finds the densest subgraph but may not satisfy the
degree constraint since most of the edges in the group may
only be incident to some nodes, while the remaining nodes
do not satisfy degree constraint. Meanwhile, the objective
values of RASS are close to those of the optimal solutions.

We further conduct experiments on the running time and
objective values with different k as shown in Figure 4(g).
As the degree constraint becomes strict, i.e., the require-
ment of reliability in data transmission becomes high, the
objective values become small since the cohesive require-
ment reduces the number of possible solutions and may
not answer the task correctly. Moreover, as k increases,
the running time of RASS also grows since the complex-
ity of finding a cohesive group is high, e.g., cliques. Fig-
ure 4(h) shows the running time of RASS, RASS with-
out Accuracy-oriented Robustness-aware Ordering (RASS
w/o ARO), RASS without Core-based Robustness Pruning
(RASS w/o CRP), RASS without Accuracy-Optimization
Pruning (RASS w/o AOP), and RASS without Robustness-
Guaranteed Pruning (RASS w/o RGP). The result man-
ifests that Accuracy-Optimization Pruning (AOP) is the
most effective because AOP precisely estimates the upper
bounds of partial solutions and effectively prunes the par-
tial solutions that cannot grow into better solutions.

6.2.3 User Study
Here we conduct a user study to show that human com-

putation for BC-TOSS and RG-TOSS is time-consuming,
while the objective values are not close to optimal even when
the number of SIoT objects is small. Each user is assigned
to solve BC-TOSS and RG-TOSS on 5 small SIoT networks
with vertex set sizes 12, 15, 18, 21, and 24. To avoid con-
fusing users with the complicated network structure, every
vertex is labelled with an objective value, which is the sum-
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Figure 5: User Study results

mation of the accuracy edge weights for the assigned tasks.
For each instance, the query group size, i.e., |Q|, is 3, the
budget constraint p is 4, the hop constraint is 2, and the
degree constraint is 2.

Figure 5(a) compares manual coordination, HAE, andRASS
in terms of running time. The result indicates that users
spend from 50 to 200 seconds solving the BC-TOSS and
RG-TOSS problem, while the running time for HAE, and
RASS is close to 0. Moreover, the time of manual coordi-
nation for BC-TOSS is greater than that of RG-TOSS with
different network sizes. However, as shown in Figure 5(b),
the feasible ratio of manual coordination forRG-TOSS is
small, especially for large network size, because it is difficult
for users to check the degree constraint on network topol-
ogy, while maximizing the summation of accuracy. The in-
terplay between network topology and accuracy complicates
RG-TOSS.

We also ask users to vote for the results of manual coor-
dination, HAE, and RASS, as shown in Figure 5(c). The
result manifests that users think our solutions are better as
compared to the solutions found by themselves. Moreover,
users think that RASS is more helpful since the feasibility
examination on network topology for RG-TOSS problem is
difficult. Therefore, it is desirable to deploy HAE and RASS
as a service for automatic task-optimized group search, es-
pecially to address the need of a large group in a massive
SIoT network nowadays.

7. CONCLUSIONS
In this paper, we propose and study a family of Task-

Optimized SIoT Selection (TOSS) problems. To our best
knowledge, this is the first paper that considers simulta-
neously the accuracy of performing tasks and the commu-
nication capability of SIoT objects. We study two differ-
ent TOSS problems based on two different communication
requirements, namely BC-TOSS and RG-TOSS. For BC-
TOSS, we propose a polynomial-time algorithm with per-
formance guarantee, and for RG-TOSS, we propose an effi-
cient and effective algorithm that can obtain good solutions
in polynomial time. We propose various ordering and prun-
ing strategies for each algorithm to significantly reduce the
computation time. Experimental results on real datasets
show that our proposed algorithms outperform the other
baselines.
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